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Evaluation of the Impact of User-Cognitive Styles
on the Assessment of Text Summarization
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Abstract—Text summarization techniques have been found to
be effective with regard to helping users find relevant information
faster. The effectiveness and efficiency of a user’s performance
in an information-seeking task can greatly be improved if he/she
needs to only look at a summary that includes the relevant infor-
mation presented in his/her preferred manner. On the other hand,
if the main idea is misrepresented and/or omitted altogether from
a summary, it may take users more time to solve a target problem
or, even worse, lead users to make incorrect decisions. There is an
important need to design a personalized text summarization sys-
tem that takes into account both what a user is currently interested
in and how a user perceives information. The latter factor is re-
ferred to as a user’s cognitive styles. Although there are some exist-
ing approaches that have employed a user’s interests to help in the
design of a personalized text summarization system, there has been
inadequate focus on exploring cognitive styles. This paper aims
at studying the impact of a user’s cognitive styles when assessing
multidocument summaries. In particular, we choose two dimen-
sions of a user’s cognitive style—the analytic/wholist and verbal/
imagery dimensions—and study their impacts on how a user
assesses a summary that was generated from a set of documents.
In particular, the type of a document set refers to whether the set’s
content is loosely or closely related. We use a document set type
to explore if there are any differences in the users’ assessments
of summaries that were generated from sets of different types. The
results of this paper show that different users have different assess-
ments with regard to information coverage and the way that infor-
mation is presented in both loosely and closely related document
sets. In addition, we found that the coherency ratings that were
given to summaries from the two types of document sets were sig-
nificantly different between the analytic and wholist groups. This
result leads us to investigate the impact of a user’s cognitive styles
and the following two factors that directly relate to the coherence
of a summary: 1) graph entropy and 2) the percentage of stand-
alone concepts. We found that these two factors and a user’s cog-
nitive styles affect a user’s ratings on the coherency of a summary.

Index Terms—Cognitive styles, text summarization, user study,
wholist/analytic.
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I. INTRODUCTION

A S BOTH offline and online information resources con-
tinue their explosive growth, the biggest challenge con-

tinues to be quickly finding relevant information from massive
amounts of data. Text summarization has been an effective
technique that is often used in combination with information
retrieval and information-filtering applications to help users
save time finding critically relevant information and mak-
ing timely decisions [21], [26], [27]. Oftentimes, information
retrieval applications use text summarization techniques to
present users with the important points of a whole document
or web page so that users can quickly scan and still precisely
assess whether that document is related to their information
needs [26]. Therefore, if a summary correctly presents the key
information in a whole document, a user’s information-seeking
task will be more efficient. On the other hand, if important
information is omitted or inadequately emphasized, a user may
take more time to find the relevant information or, even worse,
make an incorrect decision based on incomplete or incorrect
information.

According to Mani and Maybury [26], text summarization
is “the process of distilling the most important information
from a source (or sources) to produce an abridged version for
a particular user (or users) and task (or tasks).” A summary is
thus a shorter version that contains the key information of a
document or a set of documents. The latter approach is known
as multidocument summarization. There are two primary inputs
to any text summarization system: 1) documents and 2) users.
The contents of the documents are used to produce the key
points of the summary, whereas a user’s interests or preferences
are used to determine which points should be included or how
they should be presented. This summarization process has been
viewed as a function of the input documents and users [10].
User-modeling research is based on the idea that each individ-
ual has different ways of thinking and perceiving information
and different ideas and interests on what should be considered
as key points [8]. User-modeling techniques have widely been
used to improve a user’s performance in an information-seeking
task (e.g., [3]). In the last few years, user models have been
used in text summarization systems to improve summarization
(e.g., [8]–[10], and [25]). The existing approaches capture and
use a user’s interests to enhance a text summarization system.
Although a user’s interests can help identify the commonality
shared by a text summarization system and a user, other factors
can influence their evaluation of a summary, including a user’s
cognitive styles or a user’s stereotypes. A user’s cognitive
styles are used to describe the way each user thinks, perceives,
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and remembers information and are found to affect a user’s
information-seeking tasks [15]. Unfortunately, a background
literature search turned up little in previous research on text
summarization that has taken a user’s cognitive styles into
account. In addition, we lack results from comprehensive user
studies that investigate the effects of a user’s cognitive styles on
the user’s assessment of text summarization.

The main challenges for this type of study include choosing
instruments and designing experiments while avoiding con-
founding. The instruments that were chosen need to bridge
a user’s cognitive styles and the process of assessing a sum-
mary. In this paper, we take advantage of well-established tests
for cognitive styles from psychology and the links between
research on a user’s cognitive styles and areas related to the
assessment of text summarization, e.g., information seeking
and reading.

We explore how a user’s cognitive styles can impact his/her
assessment of multidocument summaries. The results reported
here include the extended analysis of the earlier conference
paper [32] that explores the effect of some key factors of
a summary and a user’s cognitive styles on the assessment
of text summarization. This paper was initially based on the
extension of a pilot experiment [52], in which five graduate
students participated in evaluating 40 abstracts from four doc-
ument sets in the Document Understanding Conference (DUC)
2002 collection. In the pilot study, we found that people were
indifferent to the different types of document sets and tended to
focus only on the general information covered in a summary.
One goal of this paper is to verify whether this claim still
holds with a much larger sample size. This paper also provides
supporting data to verify whether and how a user’s cognitive
styles affects the process of assessing text summarization and,
therefore, can benefit researchers in both the user modeling and
text summarization communities.

We chose the following two dimensions of a user’s cognitive
styles that likely affect the process of assessing text summa-
rization: 1) the analytic/wholist dimension and 2) the verbal/
imagery dimension (see [35] and [36]). The analytic/wholist
dimension measures the preferred way that a user perceives in-
formation in parts or in its entirety, whereas the verbal/imagery
dimension measures the preferred way that a user processes
information in textual description (verbal) or illustrations (im-
agery). These dimensions have widely been used to study the
effect of a user’s cognitive style on learning and information
seeking, which closely relate to the process of assessing a
summary (see [35]–[39]). We used four document sets from
the DUC 2005 collection [7]. Thirty undergraduate students
at the University of Wisconsin–Whitewater participated in this
research work. All of these students went through the cognitive
style analysis (CSA) test [35], [36], read all documents in these
four document sets, and read and ranked summaries that were
generated from ten randomly chosen summarization systems
in the DUC 2005. We also made sure that these summaries
were acceptable in terms of linguistic quality while maintaining
the diversity of summaries. The results show that different
users have different assessments with regard to information
coverage and the way that information is presented in both
loosely and closely related document sets. If the commonality

of the concepts contained in any two documents of a document
set is large, this set is labeled as a closely related document set.
Otherwise, the set is referred to as loosely related.

Furthermore, we found that analytic, intermediate, and
wholist groups are significantly different in their assessment of
the coherence of summaries from loosely and closely related
document sets. Wholists tend to process information as a whole,
whereas analytics tend to process information in parts [35].
We also found that the wholist/analytic dimension, together
with graph entropy and the percentage of stand-alone concepts
in a document, affects a user’s assessment of coherency of a
summary.

This paper is organized as follows. In Section II, we provide
some background about a user’s cognitive styles and various
personalized text summarization systems. Then, in Section III,
we describe the experimental procedure and discuss the results
in Section IV. Next, in Section V, we present a follow-up
study that explores some potential factors that may help in
automatically determining a user’s cognitive styles. Finally, we
present conclusions and future research possibilities.

II. RELATED WORK

This paper focuses on exploring the effects of a user’s cogni-
tive styles on the assessment of text summarization. Therefore,
in this section, we first provide an overview of some fundamen-
tal cognitive styles and then review some relevant studies that
show the impact of a user’s cognitive styles on learning and
information seeking. Finally, we review some relevant work on
personalized text summarization systems.

A person’s cognitive style is viewed as his/her preferred way
of thinking, perceiving, and remembering (for comprehensive
reviews, please refer to [36] and [39]). Here, we choose to
discuss the following four different dimensions of a user’s
cognitive styles that have been found to affect learning in both
offline and online settings, as well as a user’s preferences in
using virtual environments, during web browsing, and while
searching:

1) holist/serialist [33];
2) field dependence/independence [50];
3) wholist/analytic [36];
4) verbal/imagery [36].

The holist/serialist dimension is defined by Pask [33], with
a focus on learning. Holists tend to use a global approach to
learning, whereas serialists tend to narrowly or locally concen-
trate on the details of the topics learned [22]. This dimension
can be measured by a number of different tests, e.g., the study
preference questionnaire [12].

The field dependence/independence dimension [50] mea-
sures the degrees “to which a learner’s perception or compre-
hension of information is affected” [22, p. 87] by the surround-
ing environment or fields. Field-dependent people may find it
hard to find the information that they are looking for, given
the noise and ill-defined problems that they are working on,
whereas field-independent people can find ways of recognizing
the relevant information or making problems that they are
working on more concrete. Field-dependent people focus on
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the global dimensions of a problem, whereas field-independent
people focus on the details of a problem.

The wholist/analytic dimension [36] is closely related to
field dependence/independence [50]. This dimension reflects
the preferred way that a user organizes or processes information
either in its entirety (wholist) or in parts (analytic). Analytic
users may have difficulty seeing the big picture when solving
a problem, whereas wholist users may have difficulty decom-
posing a complicated problem into smaller subcomponents.
Riding and Rayner [39] have shown that the wholist/analytic di-
mension can be mapped to the field dependence/independence
dimension. The mapping is determined as follows: we use the
CSA test (see [35] and [36]) to measure a user’s cognitive style.
If the number obtained at the end of the test is below 1.03, it is
equivalent to field-dependent individuals, whereas if it is greater
than 1.36, it is equivalent to field-independent individuals.

In addition to the wholist/analytic dimension, Riding and
Rayner [35] measures a user’s cognitive style by the verbal/
imagery dimension. Some researchers have found that this
dimension affected a user’s learning. For example, verbalizers
tend to prefer the structured–verbal type of materials, whereas
imagers tend to prefer the structured–pictorial types of mate-
rials [37], [38]. Another study on impacts of this dimension
of a user’s cognitive style on web-based instructional systems
[20] shows that verbalizers outperform imagers in essay-type
problems in both short- and long-page conditions. In gen-
eral, verbalizers are better at working with verbal information,
whereas imagers are better at keeping track of where they are
in a web-based system. More interestingly, also in the web-
based learning domain, Cook [6] has found that imagers are
likely to stick with the tasks that they find boring, whereas
verbalizers need stimulating presentations of a task. Last, the
verbal/imagery dimension has been found to affect the users’
preferences for clip dynamics, frame rate, and colors in video-
based applications [17], [18].

These four dimensions (holist/serialist, field dependent/
independent, wholist/analytic, and verbal/imagery) of a user’s
cognitive styles essentially address the global–local issue of
a user’s preferences while performing information seeking,
analyzing information, and solving problems. Most of the ex-
isting studies have investigated the impacts of a user’s cognitive
styles on browsing/searching and online learning. Some inter-
esting user studies have shown that a user’s wholist/analytic
dimension affects the choice of search strategies and retrieval
performance, including the use of Boolean operators, changes
in search strategies such as browsing and searching, and the
assessment of document relevancy (e.g., [13], [15], and [49]).
In online learning, several studies have found that the field
dependence/independence dimension affects learning prefer-
ences and navigation behaviors in hypermedia systems (e.g.,
[5] and [24]). A comprehensive review described by Chen
and Macredie (2002) [5] showed that 30 studies have found
links between field-dependent individuals and the factors that
affect a learner in a hypermedia system, e.g., their naviga-
tions in hyperspace, disorientations, matching and mismatch-
ing, learning modes, and learning effectiveness. Last, another
major emphasis was to explore the impact of a user’s cognitive
styles on how graphical user interfaces are used (see [5], [16],

and [19]). Factors such as user controls and the choices of
different options have been found to be affected by the field
dependence/independence dimension.

As aforementioned, humans and documents are two critical
inputs to any text summarization technique. Therefore, it is
also intuitive to use some user modeling techniques to enhance
the summarization systems. Personalizing a summary often
contains the following two steps: 1) determining a user’s topical
interests and 2) constructing the summary surrounding those in-
terests using heuristics (see [1], [4], and [9]). A user can provide
a text summarization system with a list of topics that describes
his/her current interests, or the system can infer user interests
by extracting the user query’s terms or the most frequently
used keywords from the documents that the user is looking at.
For example, the text summarization approach described by
Maña et al. [25] generated a personalized summary based on
a set of words that were derived from the user’s query together
with related words found in the Wordnet taxonomy [28].
After a user’s interests have been determined, a personalized
summary is generated using the following three heuristics:
1) location-based heuristics (e.g., important terms in a title
or terms at the beginning of a paragraph); 2) linguistics-
based heuristics (e.g., certain phrases); and 3) statistics-based
heuristics (e.g., frequency). For example, query terms and
term positions have been used by Tombros and Sanderson
[48] to generate summaries. Another example of linguistic-
and statistics-based approaches is the multilayer model [9], in
which each topical interest is associated with a corresponding
weight. Then, the vector space model is applied to compute the
cosine similarities between each sentence of a document and
the interest vector. A summary is generated by selecting the top
20% of ranked sentences. Another multitier model is described
by Díaz and Gervás [8].

Text summarization systems that use user-modeling tech-
niques to generate a personalized summary surrounding a user’s
interests have been preferred by human users throughout vari-
ous evaluations [6], [8]–[10]. A user’s satisfaction with a search
enhanced by a personalized text summarization technique is
improved compared to a search with generic summaries [9].
However, some key problems are still not addressed. First,
the relationships among the keywords added to a user’s inter-
ests list are still ignored. Second, such techniques take into
account what a user is currently interested in searching or
learning but not how he/she goes about doing a certain task.
In particular, a user’s preferred styles of reading, memorizing,
and recalling events are largely omitted. Assessing a summary
directly involves reading, processing, recalling, and presenting
information. This condition leads us to performing the study
in this paper, in which we explore the possible link between a
user’s cognitive styles and the process of assessing text sum-
marization. Additionally, a user’s cognitive styles have been
found to affect all of the subprocesses of assessing a summary
(e.g. reading [40], learning [51]). We hope to highlight the
relationships between a user’s cognitive styles and evaluating
text summarization systems. The results in this paper can also
help researchers in further exploring possible relations between
a user’s characteristics and behaviors and a set of documents
to successfully design and evaluate a personalized text summa-
rization system.
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III. EXPERIMENTAL PROCEDURE

A. Objectives, Cognitive Style, Instruments, and Hypotheses

Objectives: We aimed at identifying the impacts of a user’s
cognitive styles in assessing a summary in multidocument sum-
marization. In particular, we created an experimental procedure
and collected data to answer the following three questions.

1) Are users’ assessments of multidocument summarization
significantly different with regard to different types of
document sets?

2) How do a user’s cognitive styles impact his/her assess-
ment of text summarization?

3) What are some factors in the content of a summary that
can help us automatically detect a user’s cognitive styles?

The motivation and basis behind these objectives are three-
fold. First, as aforementioned, in [52], we found that people’s
ratings were indifferent to the type of document sets. We want
to verify if this result still holds with a larger sample size. By
the “type” of a document set we refer to its degree of related
content, i.e., whether the content of a document set is loosely
or closely related. Second, as previous research results show,
a user’s cognitive styles affect how a user conducts reading,
information seeking, and learning. We would like to find similar
evidence to show that a user’s cognitive styles also affect the
interpretation of the text summarization process. Last, if a user’s
cognitive styles affect any parts of text summarization, it would
be useful and necessary for a text summarization system to
automatically detect a user’s cognitive styles by analyzing the
user’s interactions with summaries. By doing so, we can avoid
having users take a separate cognitive test every time they use a
text summarization system.

Cognitive Style: In this paper, we have focused on the fol-
lowing two dimensions of a user’s cognitive style: 1) wholist/
analytic and 2) verbal/imagery. These two dimensions have
extensively been studied by Riding and his collaborators (see
[35]–[39]) and have widely been used to study the effect of
a user’s cognitive styles on learning and information seeking.
The first dimension, wholist/analytic, measures whether a user
prefers to process information by looking at its entirety or
by decomposing information into smaller pieces. The second
dimension, verbal/imagery, reflects whether a user mentally
perceives, recognizes, and organizes either in words or in a
graphical representation. Verbal users are more comfortable
with verbally expressive tasks, whereas imagery users prefer
information and tasks that are visually presented.

Instruments: The following two main instruments were used
for this paper: 1) the CSA test [35], [36] and 2) the DUC
2005 document collection. The CSA test is a computerized
tool that is used to measure the wholist/analytic and verbal/
imagery dimensions of a user’s cognitive style. This test mea-
sures these two dimensions by comparing the response time
of a user as he/she responds to an image/verbal or analytic/
wholist question. This test consists of three parts. Each part con-
tains multiple-choice questions on whole–parts and set–subsets.
Each participant spent about 7–10 minutes to finish this test.
At the end of the test, with regard to the wholist/analytic
dimension, each user was assigned to one of the following three

groups, depending on his/her score: 1) wholist; 2) analytic; or
3) intermediate. With regard to the verbal/imagery dimension,
each user was assigned to one of the following three groups:
1) verbal; 2) bimodal; or 3) imager.

We chose four collections from the DUC 2005 that satisfy the
following two categories: 1) the main topics of these collections
were interesting so that a young audience would be more
likely to participate in this study and 2) these collections were
different in terms of the type of document sets. In particular,
they have different degrees of related content. The process of
measuring this degree is described as follows. We focus on the
type of document sets, because we would like to further extend
the results of the pilot study described in [52].
Step 1. Given a document set D = {d1, d2, d3, . . . dn}, we

convert each document to a document graph (DG), which is
a directed acyclic graph that contains concept and relation
nodes (see [30], [31], [41]–[43], [45], and [46]). Con-
cept nodes represent noun phrases (NPs), whereas relation
nodes describe relationships among the concept nodes. We
currently support the following two kinds of relation nodes:
1) “is a” and 2) “related to.” The construction of a DG is
an automated process, which contains the following steps.

• Tokenize a document in plain text format into
sentences.

• Parse each sentence using Link Parser [47].
• Extract NPs from the parsing results.
• Generate relations between concepts/entities based on

heuristic rules and put them into a graph format.
Fig. 1(b) shows a small part of a DG that was generated

from a document about industrial spies in Volkswagen
and General Motors in the DUC 2005 collection. The
content of this document is shown in Fig. 1(a). The terms
highlighted in this figure are shown in the corresponding
DG in Fig. 1(b). DG representation has been used and
found to be effective in improving a user’s performance
in information seeking (see [30], [31], [41]–[43], [45], and
[46]). Please see Appendix [41] for the detailed heuristics.

Step 2. The degree of related content of this document set is
computed with the following formula:

D =
1

n

n∑

i=1

1

n

n∑

j=1,j �=i

sim(di, dj)

in which

sim(di, dj) =
|Ci ∩ Cj |
|Ci ∪ Cj |

+
|Ri ∩Rj |
|Ri ∪Rj |

.

In this equation, Ci, Cj are the sets of concepts in di, dj ,
and Ri, Rj are the set of relations in di, dj . Two relation
nodes are matched only when at least one of its parent
nodes and one of its child nodes are both matched.

One example of a group of closely related documents is set
D311 in the DUC 2005 collection, which consists of 41 docu-
ments about industrial spying between Volkswagen and General
Motors. These articles are about the events that occurred from
1993 to 1994. These events involve specific people, locations,
timelines, and actions. Such factors are repeated throughout the
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Fig. 1. (a) Content of a document. (b) Small part of a DG generated from that document.

collection. One example of loosely related documents is set
D354, which consists of 46 documents about the activities of
various journalists overseas. This collection covers different re-
gions, e.g., America, Europe, Asia, the Middle East, and Africa.
It also covers different activities of interests, e.g., politics, the
Soviet–Afghanistan war, Muslim war, economic issues, and
United Nations activities.

Hypotheses: To meet the first two objectives, we have con-
structed the following hypotheses.

1) Users’ informativeness and coherency ratings for dif-
ferent types of document sets are significantly different.
Intuitively, it should be much more difficult to create
a good summary for the loosely related document sets.
This means that users may prefer summaries that were

generated by closely related document sets. However,
the pilot study conducted in 2005 with five graduate
assistants in [52] found that all five participants’ ratings
are indifferent to the summaries that were generated from
different types of document sets. We would like to see
if this result still holds for a much larger data sample of
participants.

2) Wholist users will prefer summaries that were generated
from closely related document sets, whereas analytic
users will prefer summaries that were generated from
loosely related document sets. Wholists tend to process
information as a whole, whereas analytics tend to process
information as parts [36]. In other words, it would be eas-
ier for wholist users to process a summary if it focuses on
one common viewpoint, whereas it is easier for analytic
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users to process a summary if it includes some additional
details. The similarities of the documents in the closely
related document set are higher than the corresponding
ones from the loosely related document sets. Therefore,
the probability of picking up the concepts of the same
common topic to a summary from the closely related
document sets is higher than from the loosely related
document sets.

3) Verbalizers will prefer summaries that were generated
from a loosely related document set. Verbalizers prefer
summaries that contain more detailed information over
summaries that contain less detailed information. The
basis here is that verbal users learn best from word and
verbal description [6], and therefore, the more specific
detail descriptions a summary contains, the higher the rat-
ings that verbalizers may give a summary. The contents of
documents in a loosely related document set are less over-
lapped compared to the contents in a closely related doc-
ument set. A summary that was generated from a loosely
related document set may contain different concepts that
were extracted from the documents in this set. Therefore,
such a summary may contain more detailed informa-
tion compared to the summary that was generated using
the same technique from a closely related document set.

The third objective will be addressed by using the results of
the experiment in this section and by exploring some attributes
that relate to the coherence and informativeness of a summary.
We will discuss this objective in detail in Section V.

B. Testbed

The following four document sets from the DUC 2005 col-
lection have been chosen for this paper:

1) robot technology;
2) journalism overseas;
3) industrial spies in Volkswagen and General Motors;
4) tobacco companies.

We chose these document sets, because their main topics,
e.g., technology, spies, and tobacco, were exciting and likely
to be attractive to the young participants of this paper. In
addition, the two collections on journalism overseas and robot
technology are loosely related document sets (D = 0.032 and
D = 0.029, respectively). The remaining two sets on indus-
trial spies in Volkswagen and General Motors and tobacco
companies are closely related document sets (D = 0.085 and
D = 0.084, respectively). For each of these aforementioned
document sets, we chose ten summaries that were generated
from ten summarization systems numbered in the DUC 2005
collection as 1, 11, 12, 13, 14, 15, 16, 17, 18, and 19. These
summaries were acceptable in terms of linguistic quality, which
includes the following five categories:

1) grammaticality;
2) nonredundancy;
3) referential clarity;
4) focus;
5) structure and coherence.

By acceptable we mean that none of the summaries has been
rated as “very poor” by assessors from the National Institute of
Standard and Technology (NIST) in any of these five categories.
One example of an unacceptable summary is a summary that
is grammatically correct but does not have any main focus or
any structure. Another example is a summary that contains no
redundancy but is grammatically incorrect and is incoherent.

Thirty undergraduate students were recruited from the Uni-
versity of Wisconsin–Whitewater. These students were ma-
joring in mathematics, social work, management computer
systems, and information technology infrastructure. Each stu-
dent was paid $30 upon completion of the study. There were
15 female and 15 male participants, with their ages ranging
from 17 to 44 years old.

C. Procedure

Step 1. Each participant took the CSA test to determine his/her
wholist/analytic and verbal/imagery cognitive style.

Step 2. Each participant was given the aforementioned four sets
of documents and 40 summaries. The participants received
detailed instructions on the whole process. In particular,
they were first required to carefully read each document
set and identify the most important information from that
set. Then, they were asked to evaluate the summaries for
that corresponding set by assigning two scores to each
of the summaries using a five-point-scale scoring system
(1 is good, and 5 is bad). One score represents the user’s
informativeness rating, and the other score represents the
user’s coherency rating. The informativeness rating is the
participant’s assessment of how well the information has
been covered, whereas the coherency rating is the partici-
pant’s assessment on how well the summary has been writ-
ten. We orally walked the participants through an example
and thoroughly explained the two aspects. One example of
an abstract with written rating instruction is shown in the
Appendix.

The order of the document sets that were given to each
participant was changed to avoid the effects of fatigue near
the end of the process on the outcomes of the study. The four
document sets were numbered from 1 to 4, and all possible
combinations of these four numbers were generated. There
were 24 different orders. We then generated a random number
that corresponded to one of these orders and assigned them
to a participant. No more than two participants had the same
order of collections. If each participant was given the document
sets in the same order, the collected data might be skewed,
because the collection rated last might get false ratings from
all participants. By changing the order of document sets, we
experimentally balanced the effect of fatigue on outcomes.

D. Choice of Statistics Tools

We chose the one-way analysis of variance (ANOVA)
tool to find whether the differences in terms of informative-
ness and coherency ratings of different document sets were
significant. ANOVA is a statistical technique that is widely used
for comparing the means of two or more samples [11]. The
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Fig. 2. Total informativeness ratings by informativeness rating values.

Fig. 3. Total coherency ratings by coherency rating values.

Fig. 4. (a) Wholist/Analytic dimension of participants by gender. (b) Ver-
bal/Imagery dimension of participants by gender.

informativeness and coherency ratings collected satisfy the
prerequisites of this analysis tool, because both ratings are
approximately normally distributed. The frequencies of infor-
mativeness and coherency ratings are shown in Figs. 2 and 3.
The majority of ratings are clearly clustered around the means.

We chose a general linear model to analyze whether differ-
ences in users’ cognitive styles affect users’ ratings for different
types of document sets, because the number of subjects varies
between style groups.

IV. ANALYSIS OF THE RESULTS

A. Cognitive Styles of Participants

The CSA test measures the following two dimensions of
a user’s cognitive styles: 1) wholist/analytic and 2) verbal/
imagery. The results for each dimension are accordingly broken
down in Fig. 4(a) and (b). Note that the number of female

Fig. 5. User’s cognitive styles by gender.

verbalizers is more than double the number of male verbalizers,
whereas the number of male imagers is more than the number
of female imagers. As shown in Fig. 5, the dimension with the
most participants is the intermediate–imager (two males and
four females), and the dimension with the fewest participants
is the wholist–verbalizer (no male and one female).

B. Hypothesis 1

Users’ informativeness and coherency ratings for different
types of document sets are significantly different.

The pilot study [52] suggested that there were no significant
differences in informativeness ratings and coherency ratings
over two different types of document sets. However, that study
was done with only five participants. Similarly, as reported in
the work of Nguyen et al. [32], we performed one-way ANOVA
using the average ratings for 30 participants and found no
significant differences. Therefore, in the analyses for this paper,
we would like to see if the previous results hold if we use the
ratings for each summary to acquire more precise results.

In the first analysis, the informativeness rating is consid-
ered a dependent variable. The independent variable is the
type of document sets with two values (loosely and closely
related document sets). The averages of informative ratings are
different for loosely related (µ = 2.8817) and closely related
(µ = 2.7133) document sets. We ran one-way ANOVA using
SPSS [11] to see if this difference is significant. The result is
shown in Table I. We found that there is a significant difference
between the ratings of two groups (loosely and closely related
document sets; Sig = 0.006, as highlighted in Table I).

Similarly, in the second analysis, coherency ratings are con-
sidered a dependent variable. Again, the averages of coherency
ratings are different for loosely related (µ = 3.22) and closely
related (µ = 3.0117) document sets. The result of one-way
ANOVA run using SPSS is shown in Table II. There is a sig-
nificant difference between the ratings of two groups (loosely
and closely related document sets; Sig = 0.002, as highlighted
in Table II).

By using the informativeness and coherency ratings for each
summary, we found significant differences between the two
types of document sets. Therefore, different users give signif-
icantly different ratings to the different types of document sets.
This result is different from the pilot study [52] and preliminary
analysis [32]. The most likely reasons are that, in the pilot study,
we used a small sample size, and in the preliminary analysis, we
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TABLE I
ONE-WAY ANOVA ON INFORMATIVENESS RATINGS

OVER TWO TYPES OF DOCUMENT SETS

TABLE II
ONE-WAY ANOVA ON COHERENCY RATINGS OVER

TWO TYPES OF DOCUMENT SETS

ran one-way ANOVA on the averages of all ratings over the two
sets instead of using each rating for each summary.

C. Hypothesis 2

Wholist users will prefer summaries that were generated
from closely related document sets, whereas analytic users
will prefer summaries that were generated from loosely related
document sets. (In other words, wholist users will give better
ratings to the summaries that were generated from closely
related document sets, whereas analytic users will give better
ratings to summaries that were generated from loosely related
document sets.)

In this analysis, we have the following two independent
variables: 1) cognitive style and 2) type of document sets.
The cognitive-style variable has the following three values:
1) analytic; 2) intermediate; and 3) wholist. On the other hand,
the type of document sets has the following two variables:
1) loosely related and 2) closely related. There is one dependent
variable, which is the actual rating for each summary. This
design is used for both informativeness and coherency ratings,
respectively. Each document set has ten summaries, and there

TABLE III
DESIGN OF ANALYSIS BASED ON THE ANALYTIC/WHOLIST DIMENSION

TABLE IV
RESULTS OF THE GENERAL LINEAR MODEL UNIVARIATE FOR

INFORMATIVE RATINGS OVER COGNITIVE STYLES

are four document sets. Therefore, we have 40 informativeness
rating values and 40 coherency ratings values for each user. The
design is shown in Table III.

We have the following three groups of users: 1) the analytic
group with ten users; 2) the intermediate group with 14 users;
and the 3) wholist group with six users. We first perform the
general linear model univariate analysis using informativeness
ratings. The result is shown in Table IV. We found that the dif-
ference in informativeness ratings by the cognitive-style group
is significant (Sig = 0.004) and the difference in informative-
ness ratings by the type of document set is also significant
(Sig = 0.002). However, we found no significant relationship
between different groups of users by cognitive styles and the
different types of document sets (Sig = 0.398). This result is
also in line with the preliminary analysis [32], in which we
performed two-way ANOVA using the average informativeness
ratings for each group.
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TABLE V
RESULT OF THE POST HOC TEST FOR COGNITIVE

STYLES AND INFORMATIVENESS RATINGS

TABLE VI
GENERAL LINEAR MODEL UNIVARIATE ANALYSIS USING COHERENCY

RATINGS OVER THE WHOLIST/ANALYTIC DIMENSION

Furthermore, in the post hoc test for the cognitive-style
variable (shown in Table V), we found that the analytic group is
significantly different from the intermediate group, and vice
versa (Sig = 0.004), as highlighted in Table V.

Similarly, we perform the general linear model univari-
ate analysis using coherency ratings (shown in Table VI).
The difference of coherency ratings by the cognitive-style
group is significant (Sig = 0.011), and the difference of co-
herency ratings by the type of document set is also signif-
icant (Sig < 0.001). More importantly, there is a significant
relationship between different groups of users by cognitive
styles and different types of document sets (Sig = 0.001). This
result is in line with [32], in which the two-way ANOVA
using the average coherency ratings for each group was
performed.

TABLE VII
DESIGN OF ANALYSIS BASED ON THE VERBAL/IMAGERY DIMENSION

D. Hypothesis 3

Verbalizers will prefer summaries that were generated from
a loosely related document set. (In other words, verbalizers will
give better ratings to the summaries that were generated from
loosely related document sets.)

Similar to the design of the analysis done in Section IV-C,
we used the following two independent variables for this
analysis: 1) cognitive style and 2) type of document sets. We
consider the verbal/imagery dimension for the cognitive style in
this experiment. Therefore, the cognitive-style variable has the
following three values:1) verbal; 2) bimodal; and 3) imagery.
On the other hand, the type of document sets has the fol-
lowing two variables: 1) loosely related document sets and
2) closely related document sets. The rating of each summary
is considered a dependent variable. This design is used for both
informativeness and coherency ratings. Similar to the design
in Section IV-C, we have 40 summaries for four document
sets and, therefore, 40 informativeness rating values and 40
coherency ratings values for each user. The design of this
analysis is shown in Table VII.

The verbal group has 7 users, the bimodal group has
12 users, and the imagery group has 11 users. We first perform
the general linear model univariate analysis using informative-
ness ratings. The result is shown in Table VIII.

The difference in informativeness ratings by the verbal/
imagery dimension of a user’s cognitive style is significant
(Sig < 0.001), and the difference in informativeness ratings
by the type of document set is also significant (Sig = 0.022).
However, we found no significant relationship between dif-
ferent groups of users by the verbal/imagery dimension of a
user’s cognitive styles and different types of document sets
(Sig = 0.095). This result is also in line with [32], in which we
performed two-way ANOVA using the average informativeness
ratings for each group.

We performed a post hoc test for the verbal/imagery dimen-
sion of a user’s cognitive styles. In the post hoc test for the
cognitive-style variable (shown in Table IX), we found that the
verbal group is significantly different from the bimodal group,
and vice versa (Sig = 0.049). In addition, the imagery group
was significantly different from the bimodal group, and vice
versa (Sig < 0.001).

Next, we performed the general linear model univariate
analysis using coherency ratings (as shown in Table X). The
difference of coherency ratings by the verbal/imagery dimen-
sion of a user’s cognitive-style group was not significant (Sig =
0.258), but the difference of coherency ratings by the type of
document set is significant (Sig = 0.001). Last, we found that
there is no significant relationship between the verbal/imagery
dimension of a user’s cognitive styles and different types of
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TABLE VIII
GENERAL LINEAR MODEL UNIVARIATE ANALYSIS USING

INFORMATIVENESS RATINGS OVER THE

VERBAL/IMAGERY DIMENSION

TABLE IX
POST HOC ANALYSIS FOR THE VERBAL/IMAGERY DIMENSION OF A

USER’S COGNITIVE STYLES USING INFORMATIVENESS RATINGS

document sets (Sig = 0.360). This result is also in line with
the previous preliminary analysis [32], in which we performed
two-way ANOVA using the average coherency ratings for each
group.

V. EXPLORING FACTORS THAT HELP AUTOMATICALLY

DETERMINE A USER’S COGNITIVE STYLES

A. Determining Relevant Factors

After finding that different users give significantly different
coherency ratings for summaries that were generated from
loosely and closely related document sets, we would like
to determine a way of automatically detecting a user’s cog-
nitive styles by analyzing related content factors. We used

TABLE X
GENERAL LINEAR MODEL UNIVARIATE ANALYSIS USING COHERENCY

RATINGS OVER THE VERBAL/IMAGERY DIMENSION

this approach to achieve the third and final research objec-
tive of this paper. To help this process, we investigated the
possible links between a user’s cognitive styles and the fac-
tors that relate to coherence of a document. The coherence
of a summary means that the concepts are related to one
another so that readers can easily follow them (http://www.
boisestate.edu/wcenter/ww97.htm). Because each summary is
represented in a DG, coherence can be measured with the
connectivity of a DG. Two factors for measuring this con-
nectivity attribute are given as follows: 1) graph entropy and
2) the percentage of concepts that do not connect to any other
concepts (referred to as stand-alone concepts in this paper).
Graph entropy focuses on the structure of the graph as a whole
and is considered a global measure [29]. High entropy values
mean that several vertices are equally important, whereas low
entropy values mean that there are few key concepts for this
document. We define the percentage of stand-alone concepts as
the ratio between the total of concept nodes that do not connect
to any other concept nodes over the total of concept nodes for a
summary.

Both measures directly relate to the coherence attribute of
a summary. The overall goal of this experiment is that, if
any of these factors relate to a user’s cognitive styles, we
can develop an automated algorithm to determine the wholist/
analytic dimension of a user’s cognitive styles through a
document’s content and a user’s actions on the document
content.
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B. Hypotheses

We hypothesize that the wholist/analytic group, together with
graph entropy and the percentages of stand-alone nodes, will
affect the user’s coherency ratings.

The basis for this hypothesis is that wholist users signif-
icantly gave high coherency ratings for summaries that were
generated from a closely related document set. More coherent
summaries contain lower percentages of stand-alone concepts,
which means that wholist users likely prefer these types of
summaries. In addition, analytic users prefer to solve a problem
in parts. Therefore, they will prefer a summary that can give
equal emphasis for many different parts. Such a summary will
produce high entropy values.

C. Procedure

First, we need to compute entropy values and the percentages
of stand-alone concepts for all 40 summaries that were used in
this paper. Entropy values for all concept nodes of a DG are
computed as follows:

H(DG) = −
∑

c

p(c) log (p(c)) .

This formula is similar to the entropy computation defined by
Navigli and Lapata [29]. In this formula, c is a concept node of
a DG, p(c) is computed by the distribution of {indeg(c)/2|E|}
and, indeg(c) is the in-degree centrality measure that assesses
the importance of a concept node c by its connectivity with
other concept nodes. This value is defined as the total number
of edges that connect to this node. |E| is the total number of
edges in a DG.

Second, we use the general linear model with univariate
analysis in SPSS as a tool for analyzing these data. In the
first analysis, we first choose coherency rating as a dependent
variable, cognitive styles as an independent variable, and the
percentage of stand-alone nodes as covariates. The result is
shown in Table XI. We can see that cognitive styles and the per-
centages of stand-alone concepts significantly affect the users’
coherency ratings (percentage F = 6.620, Sig = 0.010 < 0.05,
and cognitive styles F = 4.429, Sig = 0.012 < 0.05).

Similarly, in the second analysis, we choose coherency rating
as a dependent variable, cognitive styles as an independent
variable, and entropy as covariates. The result is shown in
Table XII. As we can see, cognitive styles and entropy signifi-
cantly affect the user’s coherency ratings.

D. Plan for Integrating the Results to Automatically
Determine a User’s Cognitive Style

We plan to combine this result with the hidden Markov model
(HMM) approach to determine a user’s cognitive style [44]. In
this approach, HMMs are used to model a user’s cognitive style.
We create a HMM for wholist users and another HMM for
analytic users by training each model using action sequences
from representative wholists and analytics in a training set.
Then, we identify which cognitive style each user belongs to
by comparing how likely his/her action sequence is generated
from each of the trained models. One of the potential problems

TABLE XI
GENERAL LINEAR MODEL ANALYSIS OF THE COGNITIVE-STYLE

FACTOR AND PERCENTAGE AS COVARIATES

TABLE XII
GENERAL LINEAR MODEL ANALYSIS OF THE COGNITIVE-STYLE

FACTOR AND ENTROPY AS COVARIATES

for this approach is that the precision of the categorization
heavily depends on the selection of the training set. The training
set is manually selected by comparing user’s sequences of
actions with definitions of analytics and wholists. The man-
ual selection is labor intensive, prone to human errors, and
hard to validate. We can address this problem by computing
the level of wholist/analytic tendencies in the style of each
users using combinations of heuristics from entropy and the
percentages of stand-alone nodes, as well as other heuristics
such as specificity–generality and height–width factors [44].
The specificity–generality factor of a document indicates how
detailed the document is, whereas the height–width factor
represents the coverage of topics and the level of detail of
a document. In [44], we found that analytics analysts focus
on documents with significantly more specific detailed infor-
mation than wholist analysts. In addition, wholist users start
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with documents with a wider coverage of topics compared to
analytics. We plan to use these heuristics, including entropy and
percentages of stand-alone nodes, as indicators of guiding the
learning process of the HMMs.

VI. DISCUSSION

With regard to the original hypotheses in this paper, we have
found the following results.

1) Informativeness and coherency ratings are significantly
different for closely related and loosely related document
sets. This result confirms that differences between these
two groups of documents sets impact users’ judgments
about the qualities of the summaries included in the
corpus. This result is important in designing any text
summarization system that takes the type of document
sets into account to enhance a user’s satisfaction.

2) Users grouped by the analytic/wholist dimension are
significantly different with regard to their assessment of
the coherence of the summaries that are generated from
different types of document sets. However, users are not
much different with respect to the information in these
summaries. This result suggests that, although the users
in these two user groups generally agree with each other
in terms of the main points covered, they have their
own preferences in terms of the way that information is
presented or written in a summary. In particular, wholist
users tend to give significantly better coherency ratings to
the summaries that were generated from a closely related
document set compared to analytic users. This result may
be explained through the follow-up study in this paper.
Summaries that are generated from the closely related
document set may be more connected than summaries
that are generated from a loosely related document set.

3) We found no evidence to suggest that users grouped by
the verbal/imagery dimension are significantly different
with regard to their assessments of either the way in-
formation is presented or the information coverage in
different types of document sets. This result suggests
that the verbal/imagery dimension may not affect the
users’ perception on summaries from different types of
document sets. One of the possible reasons for this result
is that the verbal/imagery dimension has been found to
be unreliable [34]. The result may also be caused by the
subjectivity of questions to measure this dimension and
the lack of a significant contribution of this dimension to
individual differences.

4) Graph entropy for concept nodes and the percentages
of stand-alone concepts, together with a user’s cognitive
styles, affect the user’s coherency ratings. This result
deserves more investigation before a model to determine
a user’s cognitive styles can automatically be constructed.

In summary, this paper explores the impacts of a user’s
cognitive styles on assessing a summary, with the hope that the
results may be used to improve text summarization techniques.
Some ways of adapting to a user’s cognitive styles in a text sum-
marization system is desired, because research has shown that
a user’s cognitive styles affect a user’s performance on a web

search and during online learning. For example, novice field-
dependent users will take longer to find relevant documents
compared to novice field-independent users [14]. However, an
application that fully adapts to a user’s cognitive styles, if it
exists, may not improve a user’s performance. Some existing
research from the human factors community with regard to a
user’s preferences versus a user’s performance (e.g., [2] and
[23]) have shown that a user’s preferences may not truly reflect
his/her performance. What we intend to achieve here is to find
a basis for an application that adapts to a user’s cognitive styles
and improves a user’s performance at the same time. Therefore,
some tradeoff between adaptivity and performance would be
needed.

VII. CONCLUSION

Cognitive styles have been found to affect a user’s
information-seeking tasks, reading, and learning processes. In
this paper, we have also shown that different users gave sig-
nificantly different informative ratings and coherency ratings
to summaries that were generated from different types of a
document sets. This finding has the potential to improve sum-
marization algorithms that do a better job at recognizing key
information from collections. More importantly, we found that
wholist/analytic users give significantly different coherency rat-
ings to summaries that were generated from the different types
of document sets. In addition, the connectivity of a document
(measured by graph entropy and the percentage of stand-alone
concepts), together with a user’s cognitive styles, affected a
user’s coherency ratings. This result could be used to design a
user-centered text summarization system in which we combine
both a user’s interests and cognitive styles to determine what
should be included in a summary.

We are looking to leverage previous user modeling work to
build a user model that contains both interests and cognitive
styles for a text summarization system. We start with a DG for-
mat to capture the most general information in a summary. For
document sets, the core information can be constructed through
majority vote, whereas for a single document, the core can be
created based on the weights of the relation. Summaries that
are generated for analytic and wholist users may be generated
based on analyzing the links of the resulting DG. Therefore, the
summary based on this DG will be biased toward a user’s indi-
vidual interests and a user’s cognitive styles. We are currently
pursuing this effort and are focused on formally defining the
appropriate graph-theoretic measures for expanding DGs from
multiple documents.

APPENDIX

EXAMPLE OF AN ABSTRACT WITH INSTRUCTION

GIVEN TO ALL PARTICIPANTS

Please read each summary for this document set. For each
summary, please rank its informativeness and coherency on a
five-point scale.

1) How satisfied are you with this summary in terms of
informativeness? (Informativeness refers to how good the
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summary can help you answer the specific request given
in this topic.)

Most informative Least informative

1 2 3 4 5

2) How satisfied are you with this summary in terms of
coherency? (Coherency refers to how good a summary
is structured and organized.)

Most coherent Least coherent

1 2 3 4 5.

Strong growth in overseas cigarette sales helped RJR
Nabisco, the U.S. food and tobacco group, compensate for the
continuing effects of lower prices in the domestic market in its
first quarter.

The acquisition highlights Philip Morris’ strategy of broad-
ening the base of its international tobacco operations, which
recently have experienced healthy earnings gains, in contrast to
its U.S. tobacco business, where operating income has sharply
fallen.

RJR Nabisco, the U.S. tobacco and food group, warned that
profits this year from its domestic cigarette business would be
hit by the looming cigarette price war in the U.S.

Weiss said he saw little chance that Congress would further
restrict advertising by tobacco companies, already proscribed
from peddling cigarettes on television and radio and forced to
put health warnings on other ads.

This asset is a relic of the time Seita used to have a monopoly
of French cigarette distribution, which was abandoned at the
end of the 1970s, although it keeps its monopoly on production.

Philip Morris, the U.S. tobacco and food products group,
will become the first foreign company to acquire a significant
stake in a privatized enterprise in the former Soviet republic of
Kazakhstan, under the terms of an agreement announced.

The output of Marlboro in Krakow reached two billion
cigarettes, and Philip Morris is offering to invest $200 million
in the plant on top of the purchase price.

There must also be doubts about how quickly the government
could move toward total prohibition, if it developed the will to
do so.
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