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Abstract—In the intelligence community, the existence of a
malicious insider poses a severe threat to information, to the
actual analytic process, and, ultimately, to any decision-making
process relying on such information and analyses. An analyst
with malicious intent can create irreversible short-term, as well
as long-term, damage that is hard to detect. In this paper, we
propose a novel methodology that detects malicious analysts who
attempt to manipulate decision makers’ perceptions through their
intelligence reports. This detection method relies on each analyst’s
working style, which we assume to be consistent from task to
task. In order to measure an analyst’s degree of consistency, we
employ a user-modeling technique that automatically builds a
computational model of each analyst based on observation of their
activities. We hypothesize that inconsistency is mainly caused by
malicious actions. Therefore, the detection method evaluates how
consistent an analyst is across different tasks and raises an alert if
any significantly large inconsistency is detected. A normalization
procedure is employed which allows us to compare across a group
of analysts and is shown to reduce noise and amplify inconsistency
that is due to malicious actions. We show that this improves
detection performance. Our experiments demonstrate the effec-
tiveness of our approach in detecting malicious insiders. In the
experiments, the percentage of malicious insiders grouped with
legitimate ones is varied, and results are collected with and without
normalization in order to provide a comprehensive analysis of our
approach.

Index Terms—Cognitive styles, decision-making process, insider
threat, intelligence analyses.

I. INTRODUCTION

AN INSIDER is a member of an organization who has
access to privileged resources, has knowledge of internal

information systems, and may be involved in decision-making
processes. A malicious insider is an insider who has malicious
intent that acts against the best interests of the organization. In
the intelligence community (IC), such insider threats are much
more dangerous because they potentially threaten human lives
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and national security. The overall objective of our work is to
detect malicious insiders who aim to interfere with decision-
making processes in intelligence analyses. While conducting
an intelligence analysis, an analyst’s actions generally refer to
various information-seeking activities. In general, the key to
the insider threat problem is to distinguish malicious actions
from normal ones. With regard to the insider threat problem, we
define normal actions as the ones that are driven with the intent
to deliver an analyst’s best judgment. In contrast, malicious
actions are defined as the actions taken with the intent to bias
the decision makers’ perceptions toward a different conclusion
from the one he would have drawn if he was not malicious.
Current approaches assume normal actions to be both legitimate
and relevant to one’s task, while malicious actions violate
either of these two features. However, such assumptions do not
always hold. When malicious insiders attempt to manipulate a
decision maker’s perceptions through their intelligence reports,
their actions are both legitimate (such as having privileges
for accessing sensitive materials) and relevant to their analysis
tasks in the sense that they deal with topics and events that are
pertinent to the task.

In this paper, we propose a novel detection method that relies
on a psychological indicator with user-modeling techniques to
detect anomalies. Our basis is that the fundamental difference
between normal and malicious actions rests with whether they
follow an analyst’s habitual working style. Because one’s habit-
ual working style rarely changes or changes very slowly over
time, we conjecture that his information-seeking actions lead
to conclusions in a consistent manner. On the other hand, the
purpose of malicious actions is to form an attack rather than
conduct a task. As a result, normal actions are considered to be
consistent from task to task, while the existence of malicious
actions breaks such consistency maintained with a habitual
working style. In this paper, we design a method that looks for
inconsistent behavior which serves as an indicator of a potential
anomaly. An analyst’s level of consistency is computed as the
discrepancy between how his actions and conclusions correlate
for two tasks. The more inconsistent an analyst is, the more
likely he is malicious. As such, among a group of analysts, we
determine an analyst to be malicious if his discrepancy value
(also called inconsistency value) is higher than the average of
all the others’ discrepancies.

In order to measure the level of correlation between one’s ac-
tions and his intelligence report (final conclusions), we employ
a user-modeling technique that builds user models based on the
textual content of the actions over time. The user model cap-
tures how one’s perceived information evolves, which allows
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for measuring the level of correlation between one’s perceived
information and the information contained in one’s report.

We evaluate the effectiveness of our detection method using
data for eight legitimate insiders from a data set called APEX
’07 plus five additional malicious insiders, each simulated
based on one of the legitimate ones. Among a group of 13
insiders, the detection method captures four out of five ma-
licious insiders without misidentifying any legitimate insider
as malicious. The possible reason for failing to detect one of
the malicious insiders is that a low correlation value between
one’s actions and conclusions tends to produce a relatively
smaller discrepancy. In order to eliminate the impacts of these
individual differences, we carry out a procedure that transforms
all correlation values to a similar scale. This procedure nor-
malizes the correlation value of each task over the correlation
value of all tasks. In the remainder of this paper, we call it the
normalization procedure. After applying the normalization pro-
cedure, our method is able to identify all five malicious insiders
without raising any false alarms. In order to further examine
the sensitivity of the method to different group assignments,
exhaustive tests are conducted on different combinations of
legitimate insiders and malicious ones. The results are com-
pared with those of the exhaustive tests conducted with the
normalization procedure. In general, the detection method has
shown a robust performance with different group assignments.
In addition, the performance is further improved after applying
the normalization procedure. The contribution of our research
is threefold. First, we propose a detection method based on a
psychological indicator that none of the existing methods have
explored. Second, we demonstrate that the method performs
well in detecting malicious insiders with different group assign-
ments. Third, the results of this research have also indicated
that cognitive styles [1] can be quantified using computational
models.

After publishing our preliminary results in [2], we noticed
that some artifacts had been introduced during the construction
of the malicious insiders, which needed to be removed. Thus,
we revisited all the data for the malicious insiders and then
made substantial changes. New results after the modification
are published in this paper, and the changes are explained in
Section V.

This paper is organized as follows. In Section II, we discuss
related work tackling the insider threat problem. In Section III,
we introduce the user-modeling technique used to model ac-
tions and reports, while the details of the detection method and
the corresponding hypotheses are presented in Section IV. We
describe the data set in Section V and detail the hypotheses
in Section VI. In Section VII, we present the experiments
conducted to evaluate the performance of the detection method.
Discussions on the concept of cognitive styles, which are
closely related to the correlation measurement, are presented
in Section VIII. Lastly, conclusions and future directions can
be found in Section IX.

II. RELATED WORK

Our research involves detecting malicious insiders via ana-
lyzing the actions of intelligence analysts as they perform their

analysis tasks. In this section, we first survey early research
efforts on insider threat detection that were inspired by research
in external threat detection. Most of the methods determine
anomalies by identifying uncommon behaviors of masquer-
aders [3]. Next, we provide an overview of recent approaches
for detecting traitors which take contextual information into
account. These approaches assume that a traitor’s behavior is
irrelevant to contextual information. Lastly, we describe a type
of insider threat problem where assumptions of uncommon or
irrelevant behavior no longer hold.

Masqueraders can be either internal threats or external threats
to an organization, depending upon whether a masquerader is
a member of an organization or not. To detect masqueraders
from outside of an organization (it is often referred to as in-
trusion detection), monitoring system calls [4]–[8] is a popular
approach. Many systems, such as host-based and network-
based intrusion detection systems (IDS) [9] and distributed
program execution monitor (DPEM) [10], use these calls as
audit data and have shown to successfully prevent, mitigate, and
detect various external threats. The earliest attempts to detect
masqueraders as insiders are thus inspired by these approaches.
For example, Nguyen et al. [11] proposed an experimental sys-
tem called a buffer-overflow detection system that analyzed
system call activities to detect internal masqueraders. In this
system, two models are built to examine file access patterns:
One is user oriented, and the other is process oriented. The
user-oriented model does not seem to be a good candidate
for insider threat detection due to large individual differences
in user file access patterns. On the other hand, the process-
oriented model provides better statistical results for profiling
user behaviors because most processes have a fixed list of files
that users can access. In conclusion, the abnormal file access ac-
tivities serve as good indicators of insider attacks. Similarly, Liu
et al. [12], [13] also assessed system call activities for insider
threat detection, but they differed in the features that they used
to perform detection. These features are the n-gram feature
representation [4], [6], histogram-based feature representation
[5], and parameter-based representation [14]. Liu et al. used
a supervised outlier detection algorithm for anomaly detec-
tion. Both the n-gram and histogram feature representations
perform close to random chance. The authors stated that the
features that were effective in detecting external threats were
not effective for internal threat detection. Even though both
internal and external masqueraders accomplish their attacks by
taking advantage of a legitimate user’s identity that they have
stolen, internal masqueraders have more knowledge about the
organization which changes the nature of the attacks.

In addition to assessing system calls, analyzing command
line traces issued by users is another popular approach to tackle
the insider threat problem. Schonlau et al. [15] constructed
a data set for general masquerader detection. The data set
contains UNIX shell commands from 70 users. Among all the
users, 50 users are selected to serve as intrusion targets, while
the rest simulate masqueraders. Fifteen thousand commands are
collected from each user over a period of time ranging between
a few days and several months. Blocks of 100 commands
issued by the masqueraders are randomly inserted into 50 users’
command sets to simulate intrusion attacks. Many researchers
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have proposed and evaluated their methods [15]–[17] using
the data set proposed by Schonlau et al. [15]. All UNIX
commands collected in this data set are truncated, with all
flags and additional arguments stripped (e.g., cd is a truncated
command of a full command cd /etc/). In order to explore
whether using full commands will result in better detection
performance, Maxion [18] assembled a masquerader data set
based on Greenburg’s data [19]. Greenburg’s data contain full
commands from 168 unpaid volunteer users of the UNIX csh
system. Maxion selected 75 users out of 168 original users.
Among the 75 users, 50 are treated as victims, and 25 are treated
as masqueraders. Maxion reported that the hit rate based on
the data with full commands is at 82% level, which is 32%
higher than the highest hit rates based on data with truncated
commands. Both data sets are constructed to aid the detection
of masqueraders. They are useful in simulating situations with
external masqueraders; however, they are not useful in terms of
simulating internal masqueraders. What makes insiders power-
ful are their privileges, which external intruders do not possess.
Thus, the insider attacks are fundamentally different from ex-
ternal attacks. Unfortunately, the injected malicious actions in
the data sets do not capture such differences.

Document access activity [20] is another popular audit trace
along with system calls and command line traces to detect
uncommon behavior of masqueraders. Both system calls and
command line traces are usually chosen for audit data on the
Linux/UNIX platform due to their clean auditing mechanisms.
However, it is not feasible to apply the detection methods that
rely on these two types of audit traces from one platform to
another directly. Thus, platform-independent approaches are
proposed by researchers. Yang and Tzi-cker [21] implemented
a display-only file server (DOFS) that employed a remote
display mechanism to prevent information leaks. All sensitive
material is stored on centralized servers and cannot be stored
on local computers. The DOFS restricts user actions so that
the users can only read documents using the applications on
the centralized servers. Suranjan et al. [22] designed security
policies that allowed users to share documents with others who
had designated access privileges. Both the DOFS and security
policy approaches are useful in insider threat prevention and
mitigation but not so useful in terms of detecting insider threat.

In summary, analyses of command line traces, system calls,
and document access activities are the most popular approaches
inspired by research in external threat detection for solving
the insider threat problem. The general idea behind these
approaches focuses on profiling the accessible observables of
users in order to detect possible misbehavior. These observ-
ables are chosen because they capture most of the activities
on the computer that are related to attacks and reflect user
behaviors as well. Certain behavioral patterns are expected to
be learned from normal users so that outliers can be deter-
mined by identifying mismatches. It may seem intuitive that
external and internal masqueraders convey similar behavior as
they both intend to steal an insider’s identity. However, it has
been shown that the user-profiling approaches are not effective
when applied to solve the insider threat problem. As opposed
to external masqueraders, internal masqueraders have more
advantages when launching malicious attacks. The indicators of

external masqueraders may no longer be effective when dealing
with internal masqueraders. For example, the most common
attacks by external masqueraders are buffer-overflow attacks.
They induce buffer-overflow errors in order to invoke malicious
programs. In contrast, an internal masquerader can easily in-
voke malicious programs using other insiders’ computers while
they are away without the need to induce buffer-overflow errors.
In addition, an insider can launch an attack without the need
to steal another’s identity (we define this type of malicious
insiders as traitors). Detecting a traitor is unique to the insider
threat problem and requires separate treatment. A traitor may
exhibit legitimate behavior while still perpetrating malicious
actions. User-profiling approaches that detect masqueraders
are generally not effective in detecting traitors due to this
difference.

To respond to this challenge in detecting traitors, researchers
have started to take the context of insiders into consideration.
While we may not know anything about external intruders (their
identities, intent, or even where they are), we can leverage the
contextual information of insiders for insider threat detection.
The contextual information can be task-specific information
about an insider’s information access events, content of the
accessed information, and communication with other insiders.
Maloof and Stephens [23] proposed detecting suspicious activ-
ities that were out of an insider’s scope of assignments. They
focused on analyzing relevance of information access events
by tracking information-use events and determining volumetric
anomalies, suspicious behaviors, and evasive behaviors based
on carefully implemented detectors. Natarajan and Hossain [24]
and Symonenko et al. [25], [26] also aimed to detect such
malicious insiders. Natarajan and Hossain examined whether
an insider has irrelevant access to other insiders and resources,
while Symonenko et al. focused on whether an insider has
access to irrelevant textual documents. They analyzed seman-
tics in textual observables where all observables, such as
e-mails, logs, and reports, are called on topic if they are relevant
to an insider’s current assignments. Therefore, they trained
a clustering model based on the known on-topic documents
and assessed whether documents being accessed or created
by malicious insiders were significantly far from the on-topic
clusters. Natarajan and Hossain suggested building a network
model consisting of analysts, roles, and resources as nodes and
expected relationships as edges. Unfortunately, the relevance
of a data resource to an insider given the knowledge of his
current job assignment is not straightforward to determine.
Furthermore, employees usually switch from task to task, and
these tasks often correspond to different roles in the same
organization. Park and Ho [27] introduced the composite-rule-
based monitoring approach that assigned different rules to an
insider when they were working under different roles.

Taking contextual information into account helps counter
traitors by detecting whether their activities are relevant to
what they are supposed to be doing. However, a malicious
insider can still carry out attacks while behaving legitimately
and relevantly. A typical case of such a malicious insider is
an analyst working on an intelligence analysis task. He/she
aims to manipulate the perceptions of others, particularly the
decision makers, by producing reports with false statements
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Fig. 1. Example of interests set.

and misleading information. It is challenging to capture him/her
due to two reasons. First, depending on the scope of the given
tasks, it may be very difficult to determine relevance. For
example, a task such as “assess the likelihood that country X
will participate in a financial bailout for country Y” is very
broad and covers a large range of topics. Second, malicious
insiders can insert fabricated evidence, deliberately hide critical
information, and modify existing evidence, which are all very
subtle ways to conduct information manipulation to deliver
altered information. Inside an IC, analysts are relied upon
to analyze critical situations. They have privileges to access
sensitive materials, and their reports have direct impact on
decision-making processes. Upon becoming malicious insiders,
their attacks can cause both irreversible short-term and unno-
ticed long-term damages to the IC. Unfortunately, none of the
current approaches, such as capturing internal masqueraders
who gain access to protected resources or identifying traitors
who access irrelevant resources, can directly point to the in-
tentional manipulation of information instead of looking for
the cues of malicious action. Therefore, we are motivated to
find psychological indicators that may help us acquire more
insights into a malicious insider’s mind. Detailed discussions
and the advocates for psychological indicators to tackle the
insider threat problem can be found in [28] and [29].

III. BACKGROUND

In this section, we provide the description of the model,
referred to as the IPC model, which is a base to store and reason
over a user’s perceived information and analyzed results.

A. IPC User Model

The IPC user model [30]–[32] is designed to capture users’
past and present behaviors and to predict users’ future behav-
iors. Interests set (I), Preferences Network (P), and Context
Network (C) are the three components of the IPC model. The
Interests component captures a user’s focus (or short-term in-
terest). The Preferences component captures how a user makes
decisions given alternative choices. The Context component
provides insight into a user’s knowledge base. Details of the
IPC user model implementation can be found in [33]. Examples
of an interests set and a context network are shown in Figs. 1
and 2, respectively. In this paper, we build context networks
as representations of analysts’ knowledge bases as a basis for
consistency computations.

The Context Network is represented as a directed acyclic
graph (DAG) and constructed from documents that are used
in the analytic process, such as accessed documents, written

Fig. 2. Example of context network.

reports, and so forth. These documents will be converted to
a special type of DAG called a document graph (DG), and
we use the DGs to update the Context Network accordingly.
Old nodes in the Context Network are faded out once they are
not encountered in documents after a period of time. We use
Link Parser [34] for processing textual content as a basis for
constructing DGs.

B. DG

There are two types of nodes in a DG: concept nodes and
relation nodes. A concept node represents a noun or a noun
phrase, and a relation node represents a relationship between
two concept nodes. Two kinds of relation node are defined—the
“Is a” relation and the “Related to” relation. An “Is a” relation
denotes a set–subset relation between two concept nodes
which is generated based on a “Noun phrase heuristic.” A
“Related to” relation links concepts in a sentence according
to a “Sentence heuristic,” a “Noun phrase heuristic,” and a
“Prepositional phrase heuristic.” Details of these heuristics can
be found in [32].

Fig. 3 shows a DG constructed from the sentence “Aya
leads Friday Prayer.” Two concept nodes “Aya” and “Friday
Prayer” are linked by a “related to” relation node, while the
concept node “Friday Prayer” has an “is a” relationship with
“Prayer.” The main reasons for having two types of nodes and
relations are twofold. First, noun phrases are content words,
and therefore, concept nodes capture and represent the main
topic of a text. Second, we aim at a robust method to generate a
DG automatically. Therefore, two types of relation nodes allow
us to avoid the intractability of the process of understanding
natural language semantically while providing sufficient rela-
tions between main concepts. DG representation has been used
and evaluated in improving a user’s performance in information
retrieval [30]–[33].

Various similarity measures can be used to compare two
DGs, such as the Dice coefficient, the Jaccard coefficient, the
cosine similarity coefficient, and so forth [35]. The method
that we use in this work is modified from [36]. We essentially
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Fig. 3. Example of a DG.

check to see how much of one DG is contained in another DG.
This method gives us similarities between zero and one, with
one meaning identical and zero meaning totally different. The
similarity measure follows:

Sim(DG1, DG2) =
n

2N
+

m

2M
(1)

where n is the number of concept nodes shared by DG1 and
DG2 and m is the number of relation nodes shared by DG1

and DG2. N is the total number of concept nodes in DG1. M
is the total number of relation nodes in DG1.

IV. INSIDER THREAT DETECTION

We propose a detection method that examines the level of
each analyst’s consistency across different tasks. We begin by
contrasting “what analysts do” (actions) and “what analysts
conclude” (conclusions). In the IC, a typical intelligence analy-
sis task is to analyze a critical issue. To fulfill this goal, analysts
take actions such as searching with queries, reading documents,
and saving information of interest. In order to reduce cognitive
biases, they may adopt different analytical methodologies, such
as analysis of competing hypotheses (ACH) [37], while analyz-
ing the issue. Their conclusions are presented in the assessment
reports along with a list of supporting evidences. A correlation
measurement between perceived information through a series
of actions and the report indicates how much of the perceived
information is covered in the report. In other words, the cor-
relation value represents the level of dependence of the report
on the perceived information. As normal actions tend to follow
one’s habitual working style, it is intuitive that one’s depen-
dence of his report on the perceived information should show
consistencies for different tasks. In contrast, malicious actions
are taken to form an attack which may break the consistencies
maintained with a habitual working style. In Section IV-A, we
study whether the common methods that seek uncommon or
irrelevant behavior can tackle the type of insider threat problem
that we are aiming at. In Section IV-B, we list all the hy-
potheses on how to differentiate between malicious and normal
actions. The detection method is described step by step in
Section IV-C.

TABLE I
EXAMPLES OF FEATURE EXTRACTION FOR KNN METHOD

TABLE II
CLASSIFICATION RESULTS FOR KNN AND ONE-CLASS SVM METHODS

TABLE III
RECALL, PRECISION, AND F -SCORE FOR KNN AND ONE-CLASS SVM

METHODS (PERCENTAGE SCALE)

A. Comparisons With Other Detection Methods

We implement two common approaches found in insider
threat literature [12], [13], [25], [26] to verify our conjecture
that these approaches might not be effective in tackling the
type of insider threat problem that we are aiming at. Both
approaches are applied to the APEX ’07 data set, the details of
which can be found in Section V. The first approach determines
insider threat by seeking uncommon behaviors. A K-nearest
neighbor (KNN) method is used to classify whether a sequence
of five actions is malicious or not. We extract consecutive
five-gram action sequences with a sliding window over each
analyst’s entire action sequence. A five-gram sample is marked
as malicious if any of the five actions is malicious. There
are three types of malicious actions in the APEX ’07 data
set. Actions whose type is Fabricate refer to the ones that
are carried out by a malicious insider but not by his paired
legitimate insider. In contrast, actions whose type is Hide refer
to the ones that are carried out by a legitimate insider but are
deliberately skipped by the paired malicious insider. Finally,
actions whose type is Modify refer to the ones that are carried
out by both, but the content of the actions differs. Examples
of feature extractions by KNN are shown in Table I. Because a
malicious action with type Hide is not carried out by a malicious
insider, a five-gram sequence enclosing a Hide action is marked
as malicious, but the action itself is excluded in the feature
vector. For instance, the extracted feature vector [2 3 2 1 4]
in the second row denotes a positive sample, but the sample
excludes the Hide action. The other types of malicious actions,
such as fabrication and modification, are not excluded (see third
row). All the positive samples (five-gram feature vectors) in the
training set denote malicious behavior, while negative samples
denote nonmalicious behavior. The results of KNN are shown
in Tables II and III. Here, a true negative result means that a
negative sample (nonmalicious behavior) is classified correctly
as negative, while a false negative means that a positive sample
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is misclassified as negative. Similarly, a true positive case
means that a positive sample (malicious behavior) is classified
as positive, while a false positive means that the sample itself is
negative. We measure the performance of the detection method
using the recall, precision, and F -score metrics depicted in the
following:

Recall =
# True Positive

# True Positive+# False Negative
(2)

Precision =
# True Positive

# True Positive+# False Positive
(3)

F -Score =
(β + 1) ∗Recall ∗ Precision

β ∗ Precision+Recall
(4)

where β is the weight between precision and recall. Here, we let
β = 10 so that recall weighs ten times as much as precision. As
shown in Tables II and III, more than half of the nonmalicious
action sequences in the test set are mistakenly classified as
malicious, due to which the precision of the KNN method is
very low (6.4376%). Finally, the low F -score indicates that the
KNN method is not effective in insider threat detection for the
APEX ’07 data set because manipulation of information can be
hidden in nonmalicious actions.

The second approach determines insider threat by seeking
information-search behavior that is irrelevant to the topic. The
textual information obtained during each action is converted
into a feature vector composed of the frequencies of the words
from a dictionary that we constructed beforehand. We then
implement a one-class support vector machine (SVM) to clas-
sify the information as on topic or off topic. The one-class
SVM method focuses on semantic content of each action, while
the KNN method focuses on the type of each action. Here,
the one-class SVM is chosen due to unbalanced data bet-
ween the numbers of malicious and nonmalicious actions. In
this data set, most of the malicious actions are to hide critical
information that does not support the opinion that a malicious
insider attempts to deliver. Therefore, there are no test samples
generated for malicious actions with type Hide due to the fact
that these actions are not carried out by a malicious insider.
As a result, the training set for the SVM only contains 14
malicious actions which are either with type Fabricate or with
type Modify. Out of these 14 positive samples, none of them
is classified correctly. The recall, precision, and F -score of
this method are all zero. This is reasonable because both the
fabricated information and the modified information are used
to deliver a different opinion but the semantic content of the
information is still on topic. In this case, the one-class SVM
method is not effective in tackling the type of insider threat that
we proposed because malicious actions can be both on topic
and manipulative.

B. Hypothesis

Hypothesis 1—An Analyst’s Correlation Measurements Be-
tween Normal Actions and Reports Are Similar for Different
Tasks: The actions that analysts take vary greatly from task to

task. However, we believe that one’s working style is an intrin-
sic characteristic that is unique and stable. For instance, when
tackling an analytical question, some analysts prefer dividing
a question into smaller pieces and then tackling them one by
one. Other analysts may prefer balancing their understanding of
different topics and studying many topics at the same time. By
stability of one’s working style, we mean that it rarely changes
in any rapid fashion over time. In other words, any change in
working style is slow and/or deliberative. Thus, we hypothesize
that the correlations between normal actions and their reports
should be similar for different tasks performed in a relatively
short time period. In other words, the discrepancy between two
correlation values, each computed from one task, should be as
small as zero. However, various factors, such as an analyst’s
task assignments, working environment, collaborative commu-
nications, and task deadlines, may influence the consistency of
such correlation values. In order to effectively evaluate whether
one’s behavior is consistent or not, we contrast consistency
values for a group of analysts.

Hypothesis 2—An Analyst’s Correlation Measurements Be-
tween Malicious Actions and Reports Are Dissimilar for Differ-
ent Tasks: Compared to normal actions, malicious actions are
deliberately designed for the purpose of launching malicious
attacks. Various types of malicious actions are described in
Section V. Because working styles are used to describe patterns
found in habitual behaviors, malicious actions are not habitual
behaviors and, thus, cannot be explained by one’s style. There-
fore, we hypothesize that the correlations between malicious
actions and the assessment reports are dissimilar for different
tasks. When we compare two correlation values, each computed
from one task, the discrepancy between them highlights the
inconsistency due to malicious actions. If an analyst performs
legitimately for one task but performs maliciously for the other
task, high discrepancy would reveal the existence of malicious
intent. If an analyst is malicious for both tasks, a high discrep-
ancy is still expected to occur due to inconsistency between
malicious actions for two tasks.

Hypothesis 3—Higher Inconsistency of an Analyst When
Compared Against the Average of All Other Analysts’ Inconsis-
tencies Is an Indicator of an Insider Threat: According to the
previous hypotheses, the inconsistency of a legitimate analyst
should be close to zero, while the inconsistency of a malicious
analyst should be significantly nonzero. In order to determine
whether an analyst should be suspected of being a malicious
insider, we compare his inconsistency value with all other
analysts’ values. If the value exceeds the threshold which is the
averaged inconsistencies of others, we hypothesize that it is an
effective indicator of malicious actions.

Hypothesis 4—Normalizing an Analyst’s Discrepancy Value
Improves the Detection Performance: Our preliminary results
[2] show that low correlation values are more likely to produce
small discrepancy values and vice versa. We want to eliminate
the effect of correlation values on the level of inconsistencies
in order to improve detection performance. A normalization
procedure is thus designed to divide an analyst’s discrepancy
value by his global correlation value. The global correlation
value is the similarity between the textual content of all the
actions and the union of reports for all tasks.



SANTOS et al.: INTELLIGENCE ANALYSES AND THE INSIDER THREAT 337

C. Detection Method

Our detection method measures the level of inconsistency
between two tasks. In particular, we begin with correlation com-
putation for each task. Then, a discrepancy value between these
two correlations is calculated to represent an insider’s level of
consistency. Each discrepancy value is compared against those
of all other analysts’ to determine malicious insiders. Lastly,
we normalize all the discrepancy values to minimize individual
differences. The details of the detection methods are illustrated
in the following five steps.

Step 1) Organizing the tasks. We denote the ith task as Ti,
Rij as analyst j’s assessment report for Ti, and Uij

as analyst j’s user model for Ti.
Step 2) Correlation computation. As introduced in Sec-

tion III, we build a user model based on the observed
actions. The user model aims to capture the dynam-
ics of an analyst’s interests, contextual knowledge,
and preferences over time for each task. Because the
context network represents an analyst’s knowledge
base when conducting information-seeking actions,
we use the context network to represent an analyst’s
perceived information via a series of actions. The
correlation between one’s actions and his report is
thus measured as the similarity between the context
network and the DG created from the report. Be-
cause the context network is also in the form of a
DG, the correlation measurement turns out to be a
similarity measure between two DGs. We compute
Sim(R1j , U1j) and Sim(R2j , U2j) for each analyst
j over the two tasks.

Step 3) Discrepancy computation. As stated in Hypothesis
1, we hypothesize that two correlation values, one
for each task, should be consistent for normal ac-
tions. Thus, the smaller the discrepancy between two
correlations, the more consistent an analyst is. The
discrepancy value of each analyst j serves as the key
indicator of malicious actions, which is calculated as

Diffj(T1, T2) = |Sim(R1j , U1j)− Sim(R2j , U2j)| . (5)

Step 4) Normalization of discrepancy values. If two corre-
lations are low, the discrepancy value tends to be
low and vice versa. As a result, high discrepancy
values due to high correlation values may result
in false positive alarms. In order to minimize the
impact from the correlation values on the discrep-
ancies, we first compute a global correlation value
Sim(Rj , Uj) between the joint user model and
joint report of two tasks where Rj = R1j ∪R2j and
Uj = U1j ∪ U2j . The normalized discrepancy value
between T1 and T2 is calculated as

Norm_diffj(T1, T2) =
Diffj(T1, T2)

Sim(Rj , Uj)
. (6)

Step 5) Anomaly detection. In order to determine whether
a discrepancy value is large enough to suspect an
analyst, we calculate the averaged discrepancy value
of all other analysts as a baseline value. We identify

an analyst to be malicious if his discrepancy value
satisfies the criteria shown in the following:

Norm_diffi(T1, T2) >
1

n− 1

n∑

j �=i

Norm_diffj(T1, T2).

(7)

V. TEST BED

Our test bed for insider threat detection is constructed based
on the APEX ’07 data set. The APEX ’07 data set was collected
by the National Institute of Standards and Technology in 2007.
The purpose of the experiment was to evaluate the Intelligence
Advanced Research Projects Activity (IARPA) Collaboration
and Analyst/System Effectiveness (CASE) program’s tools.
Eight analysts participated in the experiment, and all of them
worked on an analysis task independently. It is important to
mention that each analyst was required to conduct the task
following the ACH method [37]. The experiment consisted of
the following three different stages:

1) problem assignment;
2) information gathering;
3) report production.

Stage 1—Problem Assignment: Each analyst was asked to
assess two hypothetical problems with regard to the possible
development of a nuclear program in Imar. We refer to the
first problem as Q1 and the second problem as Q2 (proper
names have been removed/replaced for the purposes of our
discussion).
Q1: “Where does the Imar’s clerical community stand on Aya

and President Amar’s policies with regard to Imar’s civilian and
military nuclear program?”
Q2: “Are there fissures in the clerical community, and do

they represent a deepening divide among the clerics loyal to
the Imar’s revolution?”

Each analyst was also given a document with scripted ques-
tions to answer. The purpose of the scripted questions was to
evaluate the analysts’ overall understanding of the problems.
(For example, how many Grand Aya live in Imar? What are
their names?)

Stage 2—Information Gathering: After the problems were
assigned, the analysts started searching for information with
queries and evaluating the retrieved documents. This is referred
to as the information-gathering stage. The goal of the analysts
is to get a better understanding of the involved topics, form
analytical conclusions, and collect evidence to support their
opinions. Analysts’ activities are recorded and saved in the form
of analysis log events (ALEs). The four types of ALEs used in
this paper are as follows.

1) Search ALEs that contain search queries.
2) Retain ALEs that contain the documents or the snippets

of documents saved by the analysts.
3) Access ALEs that contain the documents read by the

analysts.
4) Delete ALEs that contain the documents deleted after

they are saved.
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Other types of ALEs, such as Start Application ALEs, Assess
ALEs, Make Hypothesis ALEs, and Associate Evidence ALEs,
are not used because they are either not fully implemented or
not contributing to the main goal of this study. Examples of
ALEs and detailed statistics of the APEX ’07 data set are shown
in Tables IV and V.

Stage 3—Report Production: Analysts produced two reports
in the third stage: an assessment report and a final report.
In the assessment reports, they first provided their analytical
decisions/recommendations, entertained the two problems from
different perspectives, and finally listed all the evidence that
they gathered during the second stage organized in an ACH
matrix. The ACH matrix is a table containing pieces of evidence
each associated with a rating. An example of an ACH matrix is
shown in Table VI. When an assessment report is converted to
a DG, only the evidence descriptions in the ACH matrices are
included, but the scores and URLs are excluded. Our detection
method does not assess either analysts’ opinions or the quality
of the reports. Analysts may be biased when they collect and
evaluate evidences. As long as they are biased consistently
across tasks, they are still considered to be legitimate. The
final report includes the answers from analysts to the scripted
questions. Because the scripted questions are tailored for the
CASE program only, these final reports do not represent the
reports that analysts typically produce in a realistic situation.
As such, we only consider the assessment reports in this paper.

Design of Malicious Insiders: In order to evaluate our detec-
tion method, we simulated five malicious insiders, each based
on one of the original eight analysts. Out of the five malicious
insiders, three are categorized as expert malicious insiders,
two of which were created by Ph.D. students and the third
of which was created by an assistant professor. Each member
independently came up with a detailed scenario, including the
motivation of the attack (Wood [38] lists four major motiva-
tions: profit, provoke change, subversion, and personal motive),
what is the alternative conclusion to be drawn in the report, and
the malicious actions that each would take to accomplish the
attack. Our goal was to provide a clear strategy in simulating
the malicious insiders as realistically as possible. The other two
malicious analysts are categorized as novice malicious insiders,
each of which was constructed by an undergraduate intern. The
novice insiders’ behaviors are overt and can be detected through
human observation, while the expert insiders conduct actions
that are more subtle and more difficult to detect. During the
creation of the malicious insiders, every one was allowed to
take any type of malicious action that helped him/her deliver
altered information to the readers of their reports. Malicious
actions are simulated during both the information-gathering and
report-production stages.

We summarize the types of malicious actions that were used
to simulate the malicious insiders:

1) misrepresentation
a) fabrication of evidence;
b) writing of false statements;

2) omission
a) use of more supporting queries than nonsupporting

queries;

b) use of more constraints on nonsupporting queries;
c) ignoring nonsupporting documents;

3) irrelevance
a) use of outdated documents when supporting docu-

ments are not sufficient;
b) use of irrelevant queries;

4) exaggeration
a) overcitation of the same evidence;
b) exaggeration of evidence ratings in the ACH matrix.

We simulate malicious insiders based on legitimate analysts
to guarantee that all analysts have similar contexts. More specif-
ically, malicious insiders should work on the same problems
with similar specifications (e.g., the same total time allowed for
task completion), access the same database, and have the same
organizational context as other analysts. This allows us to avoid
introducing uncommon or irrelevant behavior into the data set.
After publishing our preliminary results in [2], we noticed
that some oddities were introduced during the construction of
malicious insiders. If the creator of a malicious insider removes
a search event from the paired legitimate insider’s data, it
simulates a malicious action that the malicious insider attempts
to ignore some documents. Therefore, the consequent events to
read retrieved documents returned by the search query should
also be removed consistently. Unfortunately, we found some
inconsistencies in the data of a few malicious insiders. We
revisited the data set and fixed the occurrences of these oddities.

We note that there are two major artifacts that we needed to
introduce with regard to the APEX ’07 data set in order to study
our approach. The first artifact is the simulation of two tasks by
splitting each assessment report into two (sub-) task reports.
As discussed earlier, we hypothesize that assessing an analyst’s
level of consistency from task to task helps reveal misbehavior.
However, a data set that collects data for multiple tasks has
been extremely rare. In real-life situations, it is possible that an
analyst launches malicious attacks for his very first assignment
where no previous profile has been stored. It is also possible
that an analyst might work on multiple tasks from time to time
(intertwining them) which make it hard to determine which
task each action belongs to. As such, the detection method
needs to be flexible in terms of the amount of data available
for detection.

In an analytical process, analysts often must assess sev-
eral problems. Sometimes, these are subproblems of an over-
all larger problem (as in APEX ’07), multiple independent
problems, or some combination of the two [37]. During the
information-seeking stage, each analyst often seeks information
with all or some subset of the problems in mind. The problems
are evaluated and analyzed, respectively, in their report(s).
Since we are working with APEX ’07, in order to address these
issues, we propose to separate out the two subtasks (questions)
from the data set. (Recall that the two questions (subtasks)
are conducted simultaneously by the analysts and a single
assessment report is produced.) This allows us to actually detect
malicious insiders from just a single task/analysis session as
long as we can identify subtasks. Another advantage of splitting
a task is that it is easier to study the effects of one’s style
with the minimal influences from the group assignments, task
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TABLE IV
STATISTICS OF ANALYSTS IN APEX ’07 AND SIMULATED MALICIOUS ANALYSTS

TABLE V
EXAMPLE OF ALES (ABRIDGED)

TABLE VI
EXAMPLE OF AN ACH MATRIX

assignments, and working environment. If data for multiple
tasks are available, the detection methods can be directly ap-
plied to examine one’s consistency.

Thus, in terms of the APEX ’07 data set, each analyst is
asked to assess two problems that concern the development of a
nuclear program in Imar. We split every analyst’s assessment
report into two component reports manually, each of which
contains everything reported on one subproblem/question. The
conclusion/analysis of each problem is presented in separate
sections/paragraphs in the assessment report. Therefore, it is
straightforward to split. In terms of the actions, it is not as
clear which problem is being addressed by any single action.

Therefore, we take the conservative approach where the actions
are duplicated rather than split. Moreover, splitting all actions
into two components may also unduly impact the patterns of
working style. As such, all the Uij’s are the same for each ana-
lyst U1j = U2j . It is reasonable to believe that each subtask still
encompasses elements of a general task without introducing too
many artifacts to the data set for the following two reasons. First
of all, all the data of each subtask are complete from ALEs to
its final conclusions. Second, two subtasks can be treated as
two independent tasks with similar topics that are analyzed at
the same time.

Another artifact that we have introduced is the injected activ-
ities by the creator of each malicious insider. These malicious
actions are carefully designed so that they are a sound simu-
lation of real-life situations. First of all, all malicious actions
are inserted with a goal of delivering false information. In other
words, we attempt to simulate not only the malicious actions
but the malicious intent of a possible malicious insider as well.
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Second, there is a potential danger that the detection method de-
tects a malicious insider because the injected activities capture
the style of the creator rather than the style of the original ana-
lyst. In Table X, we have shown that analysts who are malicious
for both tasks still show significantly high inconsistency. Thus,
even though the injected activities belong to the creator rather
than to the original analyst, the malicious actions are shown not
to follow either the creator’s or the original analyst’s style.

VI. HYPOTHESES VERIFICATION

In this section, we conduct various statistical analyses based
on the APEX ’07 data set to verify the four hypotheses de-
scribed in Section IV.

Hypothesis 1—An Analyst’s Correlation Measurements Be-
tween Normal Actions and Reports Are Similar for Different
Tasks: An analyst follows his/her working style while conduct-
ing different tasks. Thus, we hypothesize that the measured
correlation values for normal actions should be similar for an
analyst. Each analyst completed two subtasks; therefore, we
have two variables, each of which represents the correlation
value between the report and the context network for one
subtask. In order to verify Hypothesis 1, we compute the
correlation coefficient of these two variables as well as the mean
difference. The correlation coefficient of these two variables is
0.9883 (Sig. < 0.0001 using a T -test) which indicates that the
two variables are significantly correlated. The mean of paired
differences between the two variables is 0.0098, which shows
that the two variables are not only dependent but are very
similar to each other as well. Hypothesis 1 is thus verified.
The paired difference between these two variables is likely
to be caused by the variation in one’s working style, by the
fitness of the model, or by the influences from other factors,
such as task assignments and working environment. Because
we simulate two subtasks (T1 and T2) by separating out two
problems (Q1 and Q2), we assume that the influences from
group assignments, task assignments, and working environment
are minimized. In order to test whether this assumption is valid,
we conduct a paired T -test to test the null hypothesis: The mean
of differences between these two variables is zero. We chose to
conduct a paired T -test because of the significant correlation
between the two variables. The null hypothesis is not discred-
ited by the paired T -test. The two-tailed significance level is
0.4542 with 7 degrees of freedom (DOF) (mean = 0.0098 and
stderr = 0.0123) which shows that there is little suspicion that
the mean difference is not zero. More specifically, impacts from
group assignments and such are shown to be minimized, and
thus, the correlation measurements solely reflect impacts from
one’s working style.

Hypothesis 3—Higher Inconsistency of an Analyst When
Compared Against the Average of All Other Analysts’ Incon-
sistencies Is an Indicator of an Insider Threat: After verifying
Hypothesis 1, we verify Hypothesis 3 whose results will be
involved in the verification of Hypothesis 2. Hypothesis 3
proposes to compare an analyst’s inconsistency value against all
the other analysts’ inconsistency values to determine whether
an analyst should be suspected of being malicious. We verify
Hypothesis 3 empirically rather than analytically because the

average of all other analysts’ inconsistencies varies for different
group assignments. To evaluate our method, we conducted
three experiments based on the APEX ’07 data set. The first
evaluation demonstrates that our detection method succeeds in
detecting four malicious analysts out of five without raising any
false positive. The second experiment evaluates the detection
method for all combinations of the different group members.
The last experiment assesses the performance when a different
analytical strategy is adopted. Our detection method demon-
strates promising performance in all the evaluations. Details of
all the experiments are separately presented in Section VII as a
thorough performance evaluation of the detection method.

Hypothesis 2—An Analyst’s Correlation Measurements Be-
tween Malicious Actions and Reports Are Dissimilar for
Different Tasks: As Hypothesis 1 states, a legitimate analyst
performs consistently from task to task which can be explained
by a stable working style. The verification of Hypothesis 3
shows that an analyst no longer performs consistently when
he/she carries out malicious actions. Hypothesis 2 concerns the
source of inconsistency for malicious analysts. Here, we study
the nature of malicious actions. If an analyst only launches
an attack during one subtask, it is intuitive that the existence
of malicious actions of that subtask produces inconsistency
between two subtasks. However, if an analyst carries out attacks
for both subtasks, can he still be caught? This is important
to address because the malicious analyst might have already
succeeded in several sabotage attempts without being caught.
If an insider threat detection system profiles an analyst who
is always malicious, it is critical that the system should still
be able to detect his/her malicious intent. The design of our
malicious insiders allows us to quantify how much a correlation
value has changed due to malicious actions because each sim-
ulated malicious insider is built based on a legitimate analyst.
Equation (8) calculates the impacts of malicious actions, and
(9) calculates how inconsistent the impacts of malicious actions
are between two tasks. Such inconsistency value is caused
by malicious actions. It is intuitive that the correlation value
for malicious actions is zero if an analyst does not conduct
malicious actions for that subtask. Results of correlation values
for malicious actions are presented in the second and third
columns in Table VII. The information about whether an an-
alyst conducted attacks in each subtask is shown in the fourth
and fifth columns. In (8), shown below, j represents a malicious
insider, k represents the paired legitimate insider of j, and i
represents subtask Ti:

Mal(Rij , Uij)=Sim(Rij , Uij)−Sim(Rik, Uik) (8)
Diff_malj(T1, T2)= |Mal(R1j , U1j)−Mal(R2j , U2j)| . (9)

We want to study whether the existence of malicious actions
has made changes to one’s correlation value for a subtask
that cannot be explained by natural variance in correlation
values. Therefore, we carry out a single-value T -test for each
inconsistency due to malicious actions. The null hypothesis
is that the discrepancy of malicious actions is zero. We use
the standard deviation (stdev) of paired differences for normal
actions as an estimate of the stdev of paired differences for ma-
licious actions. The results in Table VII show that the discrep-
ancy values for all malicious insiders are significantly nonzero
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TABLE VII
CORRELATION VALUES FOR MALICIOUS ACTIONS AND RESULTS FOR T -TESTS

except for APEXK EXPERT. Their discrepancy values are large
enough that they cannot be explained by natural variation in
discrepancies between two tasks. The high inconsistency values
imply that one does not consistently carry out malicious actions
from task to task. In other words, malicious actions are not
likely to follow one’s working style. This is an important feature
that differentiates normal actions from malicious actions. Our
results also show that APEXK EXPERT’s discrepancies are
not large enough to reject the null hypothesis. The descriptive
statistics of the paired differences as well as the individual
correlation values reveal some possible reasons. First of all,
the stdev of paired difference (0.0349) is much larger than
the mean difference (0.0098). This indicates that the discrep-
ancy values have large spread while the values themselves are
comparatively small. Furthermore, the correlation values for
two tasks have impacts on their differences. Large correlation
values (e.g., APEXF NOVICE) tend to produce large difference
values, while small correlation values tend to produce small
difference values (e.g., APEXK EXPERT). Without reducing
large individual differences, the detection method may fail to
determine malicious intent due to low inconsistency values.
APEXK EXPERT is an example of the first situation. APEXK
EXPERT carried out malicious actions in T1 but did not in
T2. However, Mal(R1, U1) tends to be small (0.0316) because
Sim(R1, U1) for APEXK EXPERT is relatively small (0.2149)
when compared to the averaged correlation value of 0.4420
for subtask T1. It is hard to tell whether such small value is
caused by malicious actions or can be explained by reasonable
variation. On the other side, the detection method may capture
legitimate insiders due to their high inconsistency when this
analyst’s report and user model have a high correlation. The
problem of large individual difference motivates us to apply
a normalization procedure which we believe will improve the
detection performance. We will show in the verification part
of Hypothesis 4 that the detection rate increases after all the
correlation values are normalized.

In order to assess whether there is significant difference
between the correlation values for two subtasks, we also con-
ducted a paired T -test. We use the standard error of the mean
difference computed during the verification of Hypothesis 1 as
an estimate of the standard error of the mean for malicious
actions. The null hypothesis is that the mean difference is zero.
The standard error of the mean difference which is 0.0123 is an
estimate for σ1

t1 =
d1 − δ1

σ1
= 13.1269 with 5 DOF. (10)

The null hypothesis is thus rejected (Sig. < 0.0001).

TABLE VIII
RESULTS OF T -TESTS FOR NORMALIZED VALUES

Hypothesis 4—Normalizing an Analyst’s Discrepancy Value
Improves the Detection Performance: Verification of Hypothe-
sis 4 involves two parts. First, we examine whether the detection
method with the normalization procedure is still consistent with
Hypotheses 1–3. Second, we validate whether the detection
method with the normalization procedure performs better than
the method without the normalization procedure. The second
part of the validation is presented as part of the method evalua-
tion section.

In terms of verifying Hypothesis 1 for the detection method
with the normalization procedure, we also compute a coefficient
correlation as well as the mean difference between these two
variables, each of which represents the normalized correlation
value for a subtask. The correlation coefficient of these two
variables is 0.9414 (Sig. < 0.001) which indicates that the
two variables are dependent. The mean of paired differences
between the two variables is 0.0156 which shows that they
are very similar to each other. Thus, Hypothesis 1 still holds
with the normalization procedure. A paired T -test is conducted
on the normalized correlation values to contrast the results for
the nonnormalized values. The null hypothesis of the paired
T -test is that the mean of differences between two normalized
correlations is zero. The significance value of the paired T -test
is 0.6923 with 7 DOF (mean = 0.0156 and stdev = 0.1068)
which indicates that there is no suspicion that the mean of
differences of the normalized correlation values should be
nonzero. After the normalization procedure is applied, the con-
sistency of normal actions is still preserved, and Hypothesis 1
still holds.

In terms of Hypothesis 2, we conducted T -tests on the nor-
malized discrepancy values for malicious actions. As discussed
when verifying Hypothesis 2, APEXK EXPERT’s inconsis-
tency value is not large enough to reject the null hypothesis.
Similar results are obtained with the normalization procedure
(see Table VIII).

In terms of Hypothesis 3, we applied our detection method
including a normalization procedure on the APEX’ 07 data set.
With this, our detection method captures all malicious analysts
without raising any false alarms. In other words, the impacts
from individual differences are reduced using the normalization
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procedure, and the inconsistency caused by malicious actions
is amplified. One interesting observation is that the two novice
malicious insiders show more inconsistencies than the expert
ones (see Table X). However, the number of malicious actions
conducted by the two novice insiders (18 for APEXH NOVICE
and 56 for APEXF NOVICE) is far fewer than most of the
expert ones (e.g., APEXK EXPERT has 162 malicious actions
and APEXF EXPERT has 99). It seems rather counterintuitive
at first, but the results have shown that an inconsistency value
corresponds to how much one’s working style has been violated
by malicious actions rather than how many actions are being
carried out. In this case, an expert insider’s working style may
receive less influence since all malicious actions are carefully
designed.

We also conducted a T -test on the mean difference. The
null hypothesis is that the mean difference between normalized
correlations is zero. The standard error of the mean difference
for normalized correlation values which is 0.0519019 is an
estimate for σ2

t2 =
d2 − δ2

σ2
= 9.1302 with 5 DOF. (11)

Pr (t2 > 9.1302) < 0.0001 provides strong evidence to re-
ject the null hypothesis with only 5 DOF.

In summary, the normalization procedure amplifies the in-
consistency caused by malicious actions, while it does not am-
plify the variation in normal actions. The detection performance
is also shown to be improved.

VII. EVALUATION RESULTS AND DISCUSSIONS

This section evaluates the detection performance with respect
to the impact of the normalization process, the impact of the
group size, and the impact of the ACH matrices.

A. Detection Results

We apply the detection methods to the APEX ’07 data set,
and the results are shown in Tables IX and X. The performance
of the detection method is evaluated using both the recall rate
and the false positive rate. The recall rate is the ratio of the
number of malicious insiders caught by the detection method
to the total number of malicious insiders within a group of
analysts. The false positive rate is the ratio of the number
of legitimate analysts identified as malicious insiders by the
detection method to the total number of legitimate analysts
within a group.

The performance of the detection method without the nor-
malization procedure is shown in Table IX. All of the five
simulated malicious insiders are highlighted in the table with
their code names (e.g., APEXK EXPERT) displayed in column
1. A discrepancy value (in column 2) is bold faced in the table
if it exceeds the corresponding baseline value (the averaged
discrepancy values of all other analysts) in the third column.
The results show that four out of five malicious insiders are
flagged by the detection method; therefore, the recall rate is
80%. We then applied the detection method again with the
normalization procedure. In the results, shown in Table X, all

TABLE IX
RESULTS FOR THE DETECTION METHOD WITHOUT

NORMALIZATION PROCEDURE

TABLE X
RESULTS FOR THE DETECTION METHOD WITH THE

NORMALIZATION PROCEDURE

of the malicious insiders are flagged by the detection method;
therefore, the recall rate is 100%. For both cases, none of the
legitimate analysts is flagged, and thus, the false positive rate is
0%. With the normalization procedure, the performance of our
detection method is improved.

B. Impact of Group Size

We note that, as the number of malicious insiders increases,
their impacts on the averaged discrepancy may be overwhelm-
ing. Since we use the averaged discrepancy as the baseline to
detect malicious insiders, the detection method may not be as
effective as when malicious analysts dominate. Therefore, we
examine whether the number of malicious insiders in the group
impacts detection performance. Will a larger number of mali-
cious insiders result in a lower recall rate? If the group is small,
is the detection method still capable of detecting malicious
insiders? We conducted an exhaustive test described as follows:
We created groups consisting of all possible combinations of
the malicious and legitimate analysts from one to 13 analysts.
There are 13 analysts in total, so we have 8192 different groups.
We applied the detection method to each group and computed
the results both by group size and by the number of malicious
analysts. For each group, we calculated both the recall rate and
the false positive rate.
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Fig. 4. Average recall rate for different group sizes with normalization
procedure.

Fig. 5. Average false positive rate for different group sizes with normalization
procedure.

Fig. 6. Average recall rate with different numbers of legitimate and malicious
insiders with normalization procedure.

As shown in Fig. 4, as the number of analysts in the group
increases, the recall rate also steadily increases. When the
group size is relatively small, the recall rate is not dramatically
reduced. On the other hand, the false positive rate remains
relatively high for a small group size (as shown in Fig. 5),
but it decreases sharply as the number of analysts in the group
increases and becomes as small as 0.05 when the size of the
group reaches five. The results show that a larger group size
helps the detection of malicious insiders and reduces false
alarms, but our detection method is still robust when the group
size is small.

Figs. 6 and 7 show the results of the detection performance
with different numbers of malicious and normal analysts. When
there is only one malicious insider in the group, the recall rate
remains high no matter how many normal analysts are in the
group. The false positive rate increases as the number of normal
analysts increases for different numbers of malicious insiders.
In general, a large number of legitimate analysts in the group
lead to more precise detection but also raise more false alarms.
The more the malicious insiders in a group, the lower the recall
rate and the false alarm are.

Fig. 7. Average false positive rate with different numbers of legitimate and
malicious insiders with normalization procedure.

C. Impacts of Normalization With Regard to
Different Group Sizes

In Section VII-A, we have shown that the detection method
achieves better performance when the normalization procedure
is applied. We want to examine whether the detection method
with normalization performs better than that without normal-
ization in terms of different group sizes. We conducted an
exhaustive test based on the correlation values that are not
normalized.

Compared with the detection results based on normalized
correlation values (see Figs. 4–7), the detection performance
using nonnormalized values is not so good. The highest recall
rate is 0.635498 when n = 6. The recall rate is only about 0.6
even though the group size is 12. In contrast, the averaged recall
rate is 0.8 when values are normalized (see Fig. 4). Increasing
group size neither helps increase the recall rate nor helps reduce
the false positive rate when the correlations are not normalized.
In addition, the number of malicious insiders does not have a
large impact on the recall rate. The recall rates for two, three,
four, and five malicious insiders show no significant difference.

D. Impacts of ACH Matrices

All analysts that participated in the APEX ’07 experiment
used the ACH method to conduct their analyses. We want
to evaluate whether the performance of the detection method
will degrade if the ACH method is not adopted. We excluded
the ACH matrix from the assessment report and applied the
detection method with the normalization procedure.

The performance for the detection method without the ACH
portion is not as good as the previous results but is still promis-
ing. The only difference is that analyst APEXP (0.2601 >
0.2346) is now suspected, and the method fails to detect
APEXP EXPERT (0.1502 < 0.2431).

VIII. DISCUSSIONS ON STYLES

Our experimental results have shown that the correlation
values from task to task remain stable for each legitimate
analyst. We have hypothesized that such consistent behaviors
are due to the specific style that each analyst has for conducting
analyses. In this section, we consider the following question:
What kind of style does the correlation measurement capture?
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The quantified correlation values have three characteristics.
First, for each legitimate analyst, the correlation value re-
mains stable from task to task. Second, the correlation val-
ues themselves vary significantly (ranging from 0.17 to 0.85)
for different legitimate analysts. Third, the correlation val-
ues denote the percentage of the assessment report that can
be found in the information viewed by the analyst during
the information-seeking stage. More specifically, the correla-
tion value computes the similarity between the user model
created for the analyst and the conclusions in their report.
Each user model captures the knowledge base of each an-
alyst, and the report captures the decisions made based on
the accessed information. Therefore, the correlation denotes
the dependence of the analysts’ analysis on the perceived
information.

Among all the “style” research (e.g., cognitive style, learning
style, thinking style, etc.), cognitive style has the most similar
characteristics with the correlations that we measured. Cog-
nitive style refers to a preferred way of thinking, perceiving,
and remembering [40]. Cognitive styles are used to describe
habitual ways of performing tasks which rarely change over
time [39]. In addition, individual differences in style are ex-
pected. There is a variety of dimensions of cognitive styles.
Wholist–analytic [1], holist-serialist [41], field-dependent-
field-independent [42], convergence-divergence [43], and
adaptation-innovation styles [44] are popular dimensions fre-
quently used. The wholist-analytic dimension is the most
popular dimension for analyzing one’s cognitive style. It is
conceptualized as an individual’s preference for processing in-
formation either in complete wholes or in discrete parts. Despite
the fact that all dimensions attempt to explain one’s cognitive
style, they discuss cognitive styles under different contexts,
such as learning, information seeking, and so forth. Among
all the different labels, the field-dependent-field-independent
dimension seems to be the best match to the third characteristic
of our correlation value measurement. Field-dependent people
are those who have a relevantly higher tendency to rely on
the surrounding field. In contrast, field-independent people are
less dependent on the surrounding field. In our context of
intelligence analyses, the surrounding field is the information
perceived by an analyst. The correlation value computes how
dependent one analyst is on the surrounding environment.

In recent decades, research on cognitive styles has received
much criticism in terms of the overlapping of definitions and
style measurements in the field, lack of independent evaluation,
and so forth [45]. In this paper, our work indicates that the idea
of cognitive style can be applied to solve challenging problems
such as insider threat detection for intelligence analysis tasks.
Our ideas find support in psychology and, more significantly,
might also shed light on further research into cognitive styles.
First of all, our approach provides a computational way to study
the characteristics of cognitive styles, such as the stability of
cognitive styles over time. In our experiments, the averaged
discrepancy of correlation values from task to task is as small
as 0.0098. The discrepancy values (with the average value of
0.0927) demonstrate that the stability of a cognitive style is still
preserved when different strategies are adopted to conducting
the analysis (e.g., if the ACH approach is not applied). Second,

it provides the possibility of using computational methods to
measure an individual’s cognitive style. Different computerized
tests (e.g., cognitive style analysis, embedded figure tests, etc.)
have been used to determine one’s cognitive style. These tests
require a lot of user effort and are not linked to any cogni-
tive processes, thus making it hard to study the relationships
between cognitive style and specific cognitive process. User-
modeling techniques model a user’s behaviors for a specific
cognitive process (e.g., information seeking), which allows
the study of cognitive style in different cognitive processes.
Finally, user-modeling techniques also provide opportunities to
analyze the patterns of behaviors that can be explained by one’s
determined style.

IX. CONCLUSION AND FUTURE WORK

In the IC, analysts are relied upon to interpret critical situa-
tions. They can be the first ones to analyze new problems based
on incomplete, dynamic, and conflicting information. Once an
analyst becomes a malicious insider, they become a severe
threat to the decision-making process and the security of the
organization. In this paper, we have focused on detecting mali-
cious insiders who aim to interfere with the decision-making
process by manipulating decision makers’ perception of the
situation in question. This type of malicious insiders is hard
to capture because their behaviors are both legitimate and rele-
vant to their tasks. Nonverbal behavior, biometric information,
and daily activities are common indicators used by traditional
insider threat detection. In this paper, we have proposed a
detection method to examine how consistent an analyst is from
task to task. We conjecture that the correlation measurement, as
we have discussed in Section VIII, may capture a psychological
indicator—cognitive styles. The evaluation results have demon-
strated that the detection method is effective in differentiating
malicious insiders from legitimate ones. Without profiling an
analyst’s past activities, insider threat can still be determined
by analyzing the current task that the analyst is involved with.
In this paper, we have also proposed two hypotheses with regard
to normal actions and malicious actions. We have verified that
normal actions follow one’s style while malicious actions do
not. A key finding in the preliminary version of this paper is that
individual differences have a large impact on the discrepancy
for each analyst. Unless these differences are factored out, the
malicious insiders are hard to be distinguished from normal
analysts. The experimental results obtained with normalization
showed that the discrepancy caused by individual differences
could be mitigated and detection rates could be increased. The
same strategy may also be used to minimize individual differ-
ences when two tasks are conducted under different contexts.
However, data sets that contain multiple tasks (in fact, data sets
in general) are very hard to obtain. In the case of the APEX ’07
data set, we constructed two subtasks from one task.

If such a data set is available, we hope to evaluate the detec-
tion performance as well as the robustness of its performance.
Such data sets can also help us further investigate how various
factors, such as one’s task assignments, working environment,
and so forth, may influence the consistency of one’s behavior
over time. As the size of the current data set is small, we also
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hope to evaluate our detection method on a large-scale data set
that covers different scenarios of malicious insiders. In addition,
it may also help us study how different types of malicious
actions may impact the detection performances. Furthermore,
we intend to investigate the cognitive styles of analysts both
in the information-seeking stage and in the report-production
stage. It would be interesting to measure each analyst’s cog-
nitive styles during the information-seeking stage and study
the correlation between the cognitive style in the information-
seeking stage and that in the report-production stage using
our techniques. Moreover, we also want to investigate what is
factored out by the normalization procedure, which may shed
light on studying individuals’ cognitive styles. The measure of
cognitive styles in different stages and their correlations would
help us better detect insider threats. Also, we plan to further
expand our existing framework so that it is not only able to
identify suspicious analysts but also able to list the abnormal
behaviors of the suspected analysts as evidence.
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