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Abstract—An important task of modeling complex social 
behaviors is to observe and understand individual/group 
beliefs and attitudes.  These beliefs, however, are not stable 
and may change multiple times as people gain additional 
information/perceptions from various external sources, which 
in turn, may affect their subsequent behavior. To detect and 
track such influential sources is challenging, as they are often 
invisible to the public due to a variety of reasons – private 
communications, what one randomly reads or hears, and 
implicit social hierarchies, to name a few. Existing approaches 
usually focus on detecting distribution variations in behavioral 
data, but overlook the underlying reason for the variation. In 
this paper, we present a novel approach that models the belief 
change over time caused by hidden sources, taking into 
consideration the evolution of their impact patterns. 
Specifically, a finite fusion model is defined to encode the latent 
parameters that characterize the distribution of the hidden 
sources and their impact weights. We compare our work with 
two general mixture models, namely Gaussian Mixture Model 
and Mixture Bayesian Network. Experiments on both synthetic 
data and a real-world scenario show that our approach is 
effective on detecting and tracking hidden sources and 
outperforms existing methods.   

Keywords-component; belief change; finite fusion model; 
behavior change; hidden source; tracking and detection 

I.  INTRODUCTION  
In computational social science, a person’s beliefs and 

attitudes are key elements for inferring the meaning of 
opinions held by individuals and groups and for predictions 
of future behaviors. These elements/perceptions, however, 
can be dynamic and affected by external sources over time 
through social interaction or exposure to information, e.g. 
media messages [1]. Meanwhile, such influencing sources 
may have qualitatively different effects depending on how 
likely an individual adopts the beliefs of the sources, which 
vary in different situations as well [7]. For example, in the 
context of socialization of children, a child who has a strong 
bond with his family is inclined to take parental attitudes 
and actions with full trust. In contrast, people only 
selectively accept the arguments and views supported by 
online news sources, e.g. consumer review sites. Opinions 
adopted with different reliabilities will differ in terms of 
their qualitative characteristics, and affect a person’s 
subsequent behavior. Moreover, the impact trend of each 
influencing sources may follow a certain pattern that can be 

used to make predictions. For instance, after an event breaks 
out, its social effect typically decays as time goes by [2][6]. 
So a sudden rise of the impact value is either indicative of a 
new event or a sign of anomaly. Therefore, it is critical to 
understand the role that external sources play in belief and 
behavior change at each time period, such that we can 
provide more insights and explanations on the observed 
changing-behavior and further answer questions like: Why 
did the level of illegal migration from Mexico to the US 
increase sharply after April 29, 2009? What determinate 
factors make people desire to escape from Mexico? Will 
that factor (continue to) cause panic? 

However, the characteristics of external sources that 
affect people’s beliefs and attitudes are rarely open to the 
public. Likewise, it is impossible to track how people view 
and adopt the opinions held by each of the sources they have 
interacted with.  Such information can be concealed 
subconsciously when the influence is subtle or the reliability 
is not quantifiable, whereas sometimes people will 
intentionally conceal this information. For example, 
terrorists tend to protect criminal organizations by hiding 
their connections with the group. Recently, statistical-based 
studies on detecting influencing sources that cause behavior 
change has begun to emerge, particularly in the area of 
event detection and anomaly detection [16][29].  However, 
even these advanced methods fail to distinguish whether 
one’s changing-behavior is caused by the new influencing 
sources or the evolution with respect to the actual impact of 
some existing/internal sources. In a complex real-world 
scenario, it becomes a significant challenge to have a model 
that is compatible with state-of-the-art belief representation 
approaches, and still be able to detect hidden sources and 
capture the evolution of their impact levels. 

Bayesian approaches have been widely used to represent 
belief and opinions [3][4][6].  Among those, Bayesian 
Networks (BNs) [5] are a popular probabilistic model due to 
its graphical representation. For example, Garg et al. [3] 
introduces a BN based divergence minimization framework 
to integrate opinions from different sources in order to solve 
the problem of standard opinion pooling. However, people’s 
belief, structured as a knowledge-based system, is 
necessarily associated with some degree of incompleteness, 
which turns out to be problematical to BNs, as they require 
a completely specified conditional probability table (CPT). 
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BNs also require that information be topologically ordered 
which further restricts their general applicability to real-
world situations.  

In this paper, we use a probabilistic framework called 
Bayesian Knowledge Bases (BKBs) [9] to represent 
individual/group beliefs and attitudes, as it has been 
extensively used to model complex intent-driven scenarios 
[4][6]. We propose a new modeling approach1 called a 
Finite Fusion Model (FFM) for detecting and tracking 
hidden sources in a time-variant scenario that consists of a 
sequence of beliefs encoded in BKBs. Specifically, we treat 
the formation of individual belief at each time period as a 
process of aggregating opinion/information from different 
sources. Santos et al. [8] proposed an algorithm to encode 
and probabilistically fuse a set of knowledge bases from 
different sources into one unified BKB. FFM leverages 
BKB fusion to model the integrated belief distribution by 
taking into consideration the impact of hidden sources. The 
latent parameters that characterize the distribution of the 
underlying hidden sources and the corresponding impact 
weights are learned via a constrained optimization problem. 
We conduct experiments on both synthetic data and a real-
world scenario. The results show the effectiveness of our 
approach compared to two baselines.  

The rest of this paper is organized as follows: Section 2 
discusses the background and related works, followed by a 
formally defined problem of FFM and the algorithm of 
hidden source detection in Section 3. We present 
experiments and results on both synthetic data and a real-
world scenario in Section 4 and conclude in the last section.  

 

II. BACKGROUND AND RELATED WORKS 

A. Related Works 
Anomaly detection has been applied to detect the 

presence of any observations or patterns that are different 
from the normal behavior of the data. Approaches based on 
Bayesian Networks include detecting anomalies in network 
intrusion detection [10] and disease outbreak detection [11]. 
The typical approach of BN-based anomaly detection is to 
compute the likelihood of each record in the dataset and 
report records with unusually low likelihoods as potential 
anomalies. Different from these approaches whose main 
goals are to achieve early detection and identify anomalous 
change in terms of a probability distribution [16], we focus 
on detecting the reasons behind the behavior change. 
Moreover, many statistics-based anomaly detection methods 
only focus on detecting events whose patterns are 
anomalous enough to be distinguishable from normal data. 
Furthermore, they overlook the situation when certain 
external opinion sources that have subtle influences at 
present, but may cause a butterfly effect later, as triggered 
by other events. This happens in the real world when some 

                                                             
1 An early preliminary formulation of the model can be found in 
[30].  

less substantial events become the key clue for analyzing the 
future behavior change. We show that our work overcomes 
the above limitations by being able to track influencing 
sources even when the impacts are small. 

There are some other techniques that attempt to handle 
changing belief networks. Methods based on learning 
Dynamic Bayesian Networks (DBNs) [22] have provided 
mechanisms for identifying conditional dependencies in 
time-series data, such as for reconstructing transcriptional 
regulatory networks from gene expression data [24] and 
speech recognition using HMMs [23]. Nevertheless, most 
DBN implementations assume for the sake of efficiency that 
the Markov property holds for the domain they represent, 
which restricts knowledge engineering by requiring that the 
probability distribution of variables at time � depends solely 
on the single snapshot at time � � �. Thus, for real world 
cases when the future outcomes are highly dependent on the 
hidden factors whose prior information is not identified, we 
need another model that can easily express such abstract 
temporal relationships. Process Query System (PQS) [26] is 
an advanced tracking system designed to determine which 
processes produced which events. However, its detection 
strategy is based on the observable events generated by 
hidden states, which may not be available in our case. 

Mixture models have been used in modeling opinions of 
populations. For instance, Hill and Kriesi [19] apply a Finite 
Mixture Model to support their theory of opinion-changing 
behavior, where the attitude of each member of the group is 
represented by a distribution and the mixed distribution is 
described by a weighted aggregation of �  different 
distributions. However, the Expectation-maximization (EM) 
based mixture decomposition methods show propensity to 
identify local optima [12], which makes it also sensitive to 
initial guesses. In addition, the separation of parameter 
estimation and component identification increases the 
probability of converging to boundary values when the 
number of model components exceeds the true one [25]. 
These considerations led us to develop a variant mixture 
model that is suitable for our problem of detecting hidden 
belief sources by taking advantage of time-varying 
information, as well as loosening the requirement of a 
predefined number of sources. 

B. Bayesian Knowledge-base 
In this work, we assume that the individual/group beliefs 

at each time period are represented by BKBs [9]. BKBs are a 
rule-based probabilistic model that represents possible world 
states and their (causal) relationships using a directed graph. 
BKBs are an alternative to BNs by specifying dependence at 
the instantiation level (versus BNs that specify only at the 
random variable level); by allowing for cycles between 
variables; and, by loosening the requirements for specifying 
complete probability distributions. BKBs collect the 
conditional probability rules (CPR) in an “if-then” style. 
Each instantiation of a random variable is represented by an 
I-node and the rule specifying the conditional probability of 
an I-node is encoded in an S-node with a certain 
weight/probability. Fig. 1 presents an example BKB 
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fragment, with square blocks and circles representing I-nodes 
and S-nodes, respectively. Reasoning algorithms are used in 
BKBs to make predictions and provide explanations. 

Most importantly, unlike BNs, multiple BKB fragments 
can be combined into a single valid BKB using the BKB 
fusion algorithm [8]. The idea behind this algorithm is to 
take the union of all input fragments by incorporating source 
nodes, indicating the source and reliability of the fragments. 
As such, all knowledge is preserved and source/contribution 
analyses can be conducted to determine the impact of various 
elements of source knowledge on reasoning results. 

 

 
 

Figure 1: Sample BKB fragment from an intent framework 
 

III. SOURCE TRACKING MODELS 
Our goal is to analyze the behavior change over time by 

detecting hidden influencing sources and tracking the 
corresponding impact patterns. Before formally introducing 
the model, we first explain several key observations that 
motivate the model: 

Observation 1. Studies on social influence have shown 
that one’s beliefs and opinions will be affected by external 
ideas through social interaction [17]. In many situations, a 
person will not accept these external ideas in total but only 
adopts the pieces that fit into his own situation [18].  

Observation 2. The deeply ingrained belief is the 
foundation of one’s behavior and should not change 
dramatically within a short time [20].  This results in a 
natural expectation that the impacts from other sources will 
sequentially affect one’s beliefs. 

 

A. Finite fusion model 
In the context of knowledge fusion, each BKB is 

referred to as a Bayesian knowledge fragment or simply a 
fragment. The BKB fusion algorithm takes a set of � 
fragments ����������  with �� �� � ��� � ���  as input, 
where the probability distribution encoded in �� � is �� and 
each fragment is assigned with a reliability ��, and fuses 
them into a larger BKB ��. The fusion algorithm assures 

that the fused BKB ��  is still a valid BKB. Thus, the 
distribution �� of �� can be represented as a function of the 
distribution of input fragments: 
 

�� � �������� ���� ���������� 
 

An important property of the fusion algorithm is the 
capability to support transparency in analysis. In other word, 
all perspectives are preserved in the fused BKB without loss 
of information. For each random variable � in ��, let �� be 
the source node of �, the following equation can be easily 
derived from the fusion algorithm:  

 
�� ���� � � � �����  (1) 

 
Now back to our tracking problem. Motivated by 

Observation 1, the individual belief at time �, (� � �����) 
can be viewed as an integration of the previous belief and a 
certain opinions held by hidden sources that contain both 
new sources and existing sources, where the integration of 
the opinions from existing sources can be viewed as a 
reinforcement of their relative reliabilities/impacts. We also 
assume that all beliefs and opinions that serve as input to our 
algorithm are valid BKBs. Thus, the individual belief 
distribution ��, encoded in the fused BKB ��, at each time 
step � can be represented by: 
 

�� � ���� ���������  
 
where �� � ���� ���� � ��}consists of the distribution of all 
possible hidden sources that could potentially affect a 
person’s belief across the time and �� � ������������ ������ 
is an impact vector representing the impact value of each 
opinion source at  time � . Note, ���� � � means that the 
source �� has no effect at time �.  
      From equation (1), for each random variable � , the 
marginal distribution of �  can be calculated by summing 
over all source nodes: 
 
�� � � �� � �� � � �� �� � ��

��� �
���� � �� � ���

��
  (2) 

 
where 
 

� � � ��� � �� �� � �   and    �� � � � ����
�
���  

 
�� is a normalizer so that the weights of all sources for a 
given random variable do not exceed 1.  

 

B. Parameter Estimation 
Given a sequence of belief distributions ���� ��� ���� � ��� 

generated over �  time periods, the goal is to learn the 
probability distribution for each of the hidden sources  �� 
(� � ���), as well as its time varying impact ���� ��� � ���� 
with no prior knowledge. 

1) Single-source tracking 
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We start by solving a simpler problem when the behavior 
change across time is caused by the evolution with respect 
to the impact of a single source �. We denote its impact 
values across the entire time sequence by an impact vector 
� � �������� ����. Then, equation (2) can be simplified 
to 
 

�� � �
���� � �������

����
��� � ��� ��             (3) 

 
In order to fully represent the joint probability distribution of 
hidden source �, it is necessary to specify for each variable � 
the probability distribution for � conditional upon �’s parent 
���. Thus, we have 
 

�� � � ������ � �� �
�� �����������

�� ������
��� � �� � ��� �

�� �   
 
where �  and �  are the number of possible states and the 
number of parent combinations with respect to � , 
respectively. Then the marginal probability mass function of 
�� � � �� � ��� � ��  and �� ��� � ��  can be represented 
by following equation (3):  
 
�� � � �� � ��� � �� �

���� ����������� ���� �����������

����
�(4) 

�� ��� � �� �
���� ������ ������������

����
       (5) 

 
We rewrite equations (4) and (5) and get  
 

� � � �� � ��� � �� �

���� ���
� ����

���

��
  (6) 

� ��� � �� �

���� ��
����

���

��
             (7) 

 
where ���

�
� �� � � �� � ��� � ��  and ��

�
� �� ��� � ��  

are known values that can be efficiently inferred from the 
input belief trend using the stochastic sampling methods 
introduced in [27]. The time complexity is ����, where X is 
the number of random variables.   
      Additionally, as each of the hidden sources is still a 
valid BKB, the following properties must be satisfied.  
 

���������� � � � �� ��� � ��
�
��� �

� �����������
�
���

���������
� �  

 
Now, to leverage the time-varying knowledge, we propagate 
our modeling at single time step � to the entire series. The 
objective is to find the probability distribution for the hidden 
source � that can best fit with the entire belief sequence. Let 
���  and ��  denote � � � �� � ��� � �� and ����� � ��� , 
respectively, we estimate parameters �� �  and �  via the 
following constrained optimization problem: 
 

�
�
� ����� � ����������� � ���

�����
�
����
���

��������
���

�
��� �

������������������������������������������������������������� �������
�
���
���

���������   
 
�������������������������� �� ���

�
��� � �� ��� � �� �   

where 
� �� �� ��� � � � � � � � � � ���� 

 
We apply the Sequential Quadratic Programming (SQP) 
algorithm [21] to do the optimization, as the linear algebra 
routines it uses are more efficient in both memory usage and 
speed than active-set routines.  
 

2) Multiple hidden sources detection 
Next, we extend the problem by allowing a series of 

hidden sources to affect individual beliefs and behaviors. 
According to Observation 2, we consider a simplified 
situation when there is at most one piece of new information 
fused into the previous knowledge base at each time step. In 
other words, two hidden sources will not have effect at the 
same time.  This could happen when people adopt the 
attitude from the source whose belief/opinion is most 
convincing in a particular field of knowledge. 

Without loss of generality, let ��� ��� �� be a series of 
hidden sources. Thus the task is to address the following 
problems: 1) detect when a new source ��  gets fused in, 
denoted by ��; 2) learn its probability distribution; and, 3) 
learn how its impact value varies after time ��. 

The last two problems can be solved in the same way as 
single source tracking as long as we know the moment a 
source shows effect. In fact, if there is no new source fused 
in at time �, then the distribution of hidden source �� learned 
at time �  should be similar to ���� , e.g. �� �

�����������

��
� 

given some ��. Otherwise, there is no way to transform ���� 
into �� by simply varying the impact value of ����. Santos et 
al.  [28] proposed a tuning algorithm to adjust a knowledge-
based system represented by a BKB such that the tuned BKB 
can lead to desired behavior or distribution with minimal 
change. We apply the idea of tuning in our work to calculate 
the minimum change required to tune ���� into ��  with 
respect to the source nodes of ����. Large change (greater 
than a threshold �) indicates that a new belief distribution 
has been fused into the current one. Additionally, instead of 
using just one belief point �� to learn the distribution of the 
newly detected hidden source �� , we leverage the time-
varying information by using a subsequence of belief 
distributions starting from time �  to strengthen our 
estimation.  
    The detection algorithm can be described more formally as 
follows: The input is a sequence of belief distributions, 
���� ��� ���� � ���. The output consists of a set of detected 
hidden sources distribution�� � ���� ���� � ��}, the time 
varying impact for each of the source ���� ��� � ���� � �

����  and the moment that the source shows effect 
�� � ���� ���� � ��}. 
  
Multiple-source-detection (��� ��� ���� � ��) 
�� � � ��
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�� � � ��
�� ���� � ��

4. for �� � ���� 
5.        if  �� � ��  
6.               � � ����������� �� �� � � � � 
7.               if � � � 
8.                      ���� � �    
9.               else � � � � � 
10.       end if 
11.        subsequence = [������ …, ��]; 
12.        [h, w] = single-source-detection (subsequence); 
13.        � � � � ; 
14.        for �� � ����� � �� 
15.        � � ��� � ��� � �����; 
16.        end for 
17.        � � � � � 
18. end for 
19. return ����� �� 
 

IV. EXPERIMENTS 
In what follows, we present results of experiments that 

were carried out on both simulated data and a real world 
scenario. We start by introducing two baselines we 
compared with in the experiments.  

A. Baseline 
1) GMM: The first baseline is Gaussian Mixture Model 

[12], one of the most statistically mature methods for 
mixture model clustering. GMM is a parametric probability 
density function represented as a weighted sum of Gaussian 
component densities. To compare with our work, we treat 
each component as an external belief source and the mixture 
coefficient/weight of each component as the impact. 
Parameters are estimated from training data using the 
iterative Expectation-Maximization (EM) algorithm [12]. 
We randomly choose the initial value and run the learning 
process 10 times to get the average result.  

2) MBNs: As a general Gaussian density does not 
characterize the causal relationship between variables, to 
better represent the individual belief information, we apply 
Mixtures of Bayesian Networks [13] in our experiment as 
the second baseline. MBNs generalize BNs and several 
other important classes of models including mixtures of 
multivariant-Gaussian distributions. Each mixture 
component in MBNs is a BN encoding a conditional-
Gaussian distribution, in which the variables may include 
both discrete and continuous variables. Considering that the 
causal relationship in human belief systems is less likely to 
change, we focus on learning the probability distribution of 
the component BNs and their mixing weight. Since at any 
time step, there will be only one source fused into the 
previous belief distrituion. We set the number of 
components for both GMM and MBNs to 2.  

B. Synthetic data 
1) Experimental Setup 

To evaluate the effectiveness of our method, we simulate 
a person’s belief sequence ���� ��� ���� � ��� from a set of 
predefined BKBs. For each experiment, we generate one’s 
initial belief ��  and a series of hidden sources �� �
���� ���� � ��} based on a belief template ����� but with 
different conditional probability distribution, where ����� is 
represented by a BKB.  A person’s belief ��  at time 
����� � ����� is the fusion of ���� and some hidden source 
�� (�� � �) with a randomly assigned hidden weight/impact 
��. To compare with the two baselines, at each time step �, 
we sample 100M records from the belief distribution �� as 
the input dataset, denoted as ������for both GMM and 
MBNs. 

In order to compare with GMM and MBNs in terms of 
the ability to detect new sources, we extend them with a 
statistics-based detection method. Similar to the way we 
derive multiple-source-detection algorithm, if there is no new 
source fused in at time �, then the hidden distribution ���� 
learned at time � � � using two baselines should be similar 
to �� . We borrowed the idea from [16] to calculate the 
likelihood ratio statistic: 

 
���������������������������������� � �

�����������

������������
  

where  
�� �

���������

��
   and  ��� �

�����������

��
 

 
It is not hard to find that larger � �  is achieved when ��� 
differs from ��, which indicates that a new source has been 
fused in at time �. We calculate � �  for all time steps and 
treat the moments whose likelihood ratio is greater than a 
threshold � as detection results. 
 

2) Single-source Tracking  
In the first experiment, we test the performance of our 

approach on tracking one single hidden source � , i.e. 
�� �� ����������� �����. � is randomly picked from �. We 
choose three different numbers of time steps: �� � ���� �� 
and ���  to examine how the length of belief sequence 
affects our tracking performance. Fig. 2(a) plots the impact 
trend detected using FFM, GMM and MBNs respectively in 
terms of the number of time steps. 

To quantitatively measure the consistency of the impact 
trend against the true values, we employ a cross-correlation 
score, which measures similarity of two time series as a 
function of time-lag applied to one of them [14]. As defined 
in [15], the normalized cross-correlation function between 
two series x = ���� ���� ��� and y� ���� ���� ��� is: 

 
��� � �

��������������������

����
���� � � � ��� ��� � � �  

 
We run multiple experiments to test our performance on 

different initial belief �� and hidden source �. In particular,  
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Figure 2.  (a) upper: Comparison of impact tracking for FFM and two baselines; (b) lower: cross-correlation analysis  

we gradually increase the size of the belief template ����� in 
terms of the number of variables from 5, 10 to 20 (Fig. 1 
depicts a 10-variable �����). Then, for each �����, we run 
experiments on 10 randomly picked hidden source �. Fig. 
2(b) depicts the aggregated cross-correlation curves i.e. 
��� � �

�

��
���
� ���

��� , between each method with the 
true trend for the three time series.  

From Fig. 2(a) and (b) we can see that FFM always has 
the best performance. The trend captured using FFM is 
pretty consistent with the true trend. MBNs outperform 
GMM but not as well as FFM. The reason is that when some 
of the variables are highly correlated, GMM is likely to 
converge to a local solution.  MBNs on the other hand, 
characterize the causal relationship between variables and 
overcome this restriction. However, both MBNs and GMM 
suffer from the drawbacks of EM-based decomposition 
methods, e.g. the requirement of a good initial guess. 
Moreover, both MBNs and GMM fail to track the impact 
value when it is rather small. The reason is that general 
mixture models usually need large datasets. So when the 
mixing coefficient of a component distribution is small, then 
the data corresponding to that distribution is not enough to 
learn its parameters accurately. In contrast, as shown in Fig. 
2(a), even when the hidden impact values are very small, our 
detection results are still accurate. This fact enables us to 
detect less substantial influencing sources. Last but not least, 
the performance of FFM increases with the number time 
steps, which indicates that our method is capable of 
improving detection performance by leveraging time-varying 
knowledge. As FFM does not learn the impacts of hidden 
sources for each individual time step, but optimizes through 
the entire altogether, the overall runtime is much smaller 
than MBNs and GMM. 
 

3) Multiple-source Detection 
Next, we examine the ability of our method to detect and 

track a series of hidden sources. We set the number of time 
steps T to 70. For each experiment, we randomly select 7 

hidden sources from � and the belief sequence of a person is 
simulated similar to the first experiment except that after 
every 10 steps, we fuse a different hidden source into the 
previous belief distribution ����. The impact weight for each 
step is still assigned randomly. We apply the detection 
algorithm described in the last section to capture the time 
that a new hidden source shows effect and track its time-
varying impact pattern at the same time. We run experiment 
for 30 times in terms of different ����� (similar to single-
source tracking), and Fig. 3 reports the average cross-
correlation curves to show our tracking capability. As we can 
see, our approach is robust on tracking multiple hidden 
source impact trends.  

 
Figure 3.  The agregated performance for tracking multiple-hidden-source 
impact trend. 

 
Figure 4.  Performances for new hidden source detection 
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To measure the accuracy of detecting new hidden 
sources, we apply an ROC curve to examine each method’s 
tradeoff between its false positive rate (proportion of the 
time steps that are falsely detected as new source activation 
time) and true positive rate in terms of different threshold 
values [16]. A higher curve or a larger area under the curve 
indicates a better detection performance. Fig. 4 shows the 
ROC curves for each of the methods respectively.  

We can see that, FFM performs better than the other two 
baselines. The reason is that the detection processes of GMM 
and MBNs depend only on the previous step, whereas FFM 
takes advantage of the belief points with no new sources 
fused in to refine the previous detected hidden source. The 
best tradeoff between true positive and false positive for 
FFM is achieved when threshold � is set to 0.2. By taking a 
close look at our results, we find that some mis-detected 
cases occur when the distribution of the new hidden source is 
similar to the previous one. Thus, our method treats them as 
the same one as their subtle difference can hardly be 
captured without further information.  

 

  
(a)

(b) 
Figure 5.  (a) posterior probability of illegal migration to US; (b) detection 
results on event impact. 

C. H1N1 
In this subsection, we apply our method to detect and 

track events that happened during the H1N1 pandemic in 
Mexico. Santos et al. [4] conducted a Cross-Border 
Epidemic Spread project to study why and under what 
circumstances would people be driven to cross the border 
both legally and illegally with respect to epidemic spread. In 
order to understand such human behavior as well as the 
intent, they employed the intent framework represented by 
BKBs to model people’s reaction to the various events that 
took place during the pandemic in 2009. Table 1 lists the 

timeline of H1N1. The whole intent system is constructed 
through the fusion of cultural BKB fragments that are 
created based on sources such as demographic information 
and news articles. When a major event occurs, the intent 
system will update its probability distribution adaptively to 
reflect an individual/group’s belief change caused by the 
event. Therefore, the characteristics of these events and their 
impact patterns are key to analyzing people’s reactions. We 
apply our method on a series of intent systems (represented 
by BKBs) modeled in the paper [4] to show an example of 
how our approach can be used to analyze behavior of 
populations during H1N1 and their propensity to escape to 
neighboring countries, e.g. illegal migration to US. More 
details of building such intent BKBs can be found in [4].  

We infer the probability variation of “illegal migration 
to US” from April 12th to December 5th in 2009. As plotted 
in Fig. 5(a), after H1N1 outbreak was detected on April 12th, 
there is a slight decline since April 24th, followed by a peak 
on 27th. The panic drops slowly till July 13st, then it 
increases a little bit on July 13th and starts to fall till the end.  

So, what happened during this period? What’s the cause 
behind the fluctuation? To answer these questions, we apply 
our method to detect and track the implicit events. Figure 
5(b) displays our results, where five out of six events 
(comparing to the timeline in Table 1) are successfully 
detected. As we can see, the behavior fluctuation that 
happened at each time step is not necessarily caused by the 
breakout of a new event, but mostly from the variation of 
the event impact. The only event that we fail to detect is E3. 
Actually, both “EU advises European not to travel to 
Mexico” and “WHO raises the pandemic level” made 
people believe that H1N1 is contagious and even deadly, 
which increases the desire to escape the pandemic. 
Furthermore, E3 happened only two days after E2, so our 
method treats them as the same event as they affect people’s 
belief in a very similar way.  

We also analyze the learned distribution of each event so 
as to gain more insights. The distribution of the first event 
we detected suggests an increase in the probability of 
“believe healthcare is effective”, which becomes the main 
reason that lowers the fear level and migration behavior. 
This observation matches perfectly with the fact that “WHO 
sends experts to Mexico on April 24th” helped to control 
panic. Likewise, the occurrence of the event on July 13th 
causes a temporary increase on people’s belief regarding the 
contagious nature of the disease due to reopened businesses, 
thus encouraging migration behavior for a short period.  

Moreover, on closer examination of the impact trend, we 
see that the impact of each event keeps declining after 
occurrence. This explains why the probability of migration 
has an apparent decline on April 24th, but slows down on 
April 25th. Actually, event impact has been modeled as a 
function of days after an event occurs [6], i.e. ��� ��
�

�

�������
. Our results fit with this pattern as well. As shown in 

Fig. 5(b) the influence of event 3 decays to a small value 
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after 30 days. Thus, it is reasonable to believe that the 
moderate increase of the tendency to migration on July 13th 
is mainly caused by the event 4 individually as it has been 
over a month since all previous events.  

TABLE I.  MAJOR EVENTS HAPPENED DURING H1N1 PANDEMIC 

 Data Event Description  
E1 4/24 WHO sends experts to Mexico  
E2 4/27 EU advises European not to travel to Mexico 
E3 4/29 WHO raises the pandemic level from 4 to 5 
E4 5/1 Government shut down most parts of the country 
E5 7/13 Businesses and government have reopened  
E6 10/5 More vaccine is available 

CONCLUSION 
In this paper, we presented a new approach to detect 

hidden sources of influence, as well as capture and 
characterize the patterns of their impact with regards to 
belief-changing trends. We make several intuitive 
observations about belief change, and propose a variant 
mixture model FFM that is specifically tailored to handle all 
the constraints. The latent parameters that characterize the 
distribution of the underlying hidden sources and the 
corresponding impact weights are learned via a constrained 
optimization problem. Experimental studies on synthetic 
datasets show that our approach outperforms the classic 
Gaussian Mixture Models and Mixture Bayesian Networks. 
In addition, we applied our method to identify implicit 
events that happened during the H1N1 pandemic in Mexico 
and show how our approach can be used to analyze behavior 
of populations during H1N1 and their propensity to escape 
to neighboring countries.  

In future work, we will expand our approach by allowing 
multiple sources to affect the same part of the belief network. 
This happens when there is no single convincing source for a 
particular fragment and the final knowledge/belief system is 
formed by integrating all possible explanations. 
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